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Abstract

Few-shot open-set recognition (FSOR) is a challenging
task of great practical value. It aims to categorize a sam-
ple to one of the pre-defined, closed-set classes illustrated
by few examples while being able to reject the sample from
unknown classes. In this work, we approach the FSOR
task by proposing a novel energy-based hybrid model. The
model is composed of two branches, where a classification
branch learns a metric to classify a sample to one of closed-
set classes and the energy branch explicitly estimates the
open-set probability. To achieve holistic detection of open-
set samples, our model leverages both class-wise and pixel-
wise features to learn a glocal energy-based score, in which
a global energy score is learned using the class-wise fea-
tures, while a local energy score is learned using the pixel-
wise features. The model is enforced to assign large energy
scores to samples that are deviated from the few-shot exam-
ples in either the class-wise features or the pixel-wise fea-
tures, and to assign small energy scores otherwise. Exper-
iments on three standard FSOR datasets show the superior
performance of our model.1

1. Introduction
In recent years, deep learning has flourished in various

fields with the ever-increasing scale of the training data un-
der the closed-world learning settings, i.e., the training and
test sets share exactly the same set of classes. However,
such settings often do not hold in many real applications.
This is because 1) it is difficult or costly to obtain a large
amount of labeled data, and 2) models deployed in open-
world environments need to constantly deal with samples
from unknown classes. For example, in the application of
deep learning for diagnosing rare diseases, the number of
samples is limited. In this case, the model is prone to over-
fitting, resulting in a significant degradation in performance.
Further, there can be unknown variants of those diseases due
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Figure 1. Two typical errors with existing methods. Our method
can detect unknown open-set samples that are similar to the
closed-set samples in either the global class level or the local fea-
ture level.

to our limited understanding of the diseases. Thus, the mod-
els are required to perform the classification accurately for
the classes illustrated by limited samples, while at the same
time detecting the samples from unknown classes. The lat-
ter ability is important, especially for healthcare or safety-
critical applications, e.g., to alert the unknown cases for hu-
man investigation in the disease diagnosis example, or to
request human intervention for handling unknown objects
in autonomous driving.

Few shot learning [16, 23, 28, 32, 35, 36] (FSL) and open
set recognition [3,7,9,22,29,30] (OSR) are two techniques
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dedicated to solve these two problems, respectively. FSL
methods are trained to achieve a good generalization abil-
ity on the new task with only a few training samples. But
FSL approaches are developed under a closed-set setting.
It lacks the ability to distinguish the classes unseen during
training. The goal of OSR is, on the other hand, to recognize
open-set samples while maintaining the classification abil-
ity of closed-set samples. However, its classification ability
is often built upon the availability of a large number of train-
ing samples. Thus, OSR approaches fail to work effectively
when only a few training samples are available.

Few-shot open-set recognition (FSOR), which combines
the FSL and OSR problems, is a largely under-explored
area. FSOR requires the model to utilize only a few train-
ing samples to effectively achieve the ability of both closed-
set classification and open-set recognition. Existing FSOR
methods [6,13,15] are based on the prototype network [32],
which performs classification by measuring the distance be-
tween the prototype of each class and the query embedding
feature of a sample. They improve the original closed-set
classifier in recognizing open-set samples by learning an
additional open-set class using pseudo open-set samples.
However, only the class-wise information of the sample is
considered, and the pixel-wise spatial information of the
sample is ignored. As shown in Figure 1, these methods fail
to distinguish open-set samples from closed-set class sam-
ples that share similar global semantic appearances. Fur-
ther, the optimization objectives of FSL and OSR are differ-
ent from each other. Thus, training using only an open-set
classifier can limit the performance of these models.

To solve the above problems, we propose a novel FSOR
method, called Glocal Energy-based Learning (GEL). Dif-
ferent from previous methods, GEL consists of two classi-
fication components: one for closed-set classification and
one for open-set recognition. Specifically, in addition to
use the class-wise features to classify closed-set samples
in the closed-set classifier, GEL leverages both class-wise
and pixel-wise features to learn a new energy-based open-
set classifier, in which a global energy score is learned using
the class-wise features while a local energy score is learned
using the pixel-wise features. GEL is enforced to assign
large energy scores to samples that are deviated from the
few-shot examples in either the class-wise features or the
pixel-wise features, and to assign small energy scores oth-
erwise. In doing so, GEL can detect unknown class samples
that are deviated from the known classes in either high-level
abstractions or fine-grained appearances, as shown in Fig-
ure 1. In summary, this work makes the following three
main contributions:

• We propose a novel FSOR framework that learns glo-
cal open scores for detecting unknown samples from
the class-wise (global) and pixel-wise (local) scales.

• We further propose a novel energy-based FSOR
model, dubbed GEL, that learns glocal energy-based
open scores based on the class-wise and pixel-wise
similarities of query samples to the support set.

• Through extensive experiments on three widely-used
datasets, we show that GEL outperforms state-of-the-
art competing methods and achieves state-of-the-art re-
sults on these benchmarks.

2. Related Work
2.1. Few-Shot Learning

Few-shot learning has been widely studied in com-
puter vision. The approaches of FSL can be divided
into two categories: meta-learning based approaches and
transfer learning approaches. There are three subcategory
of meta-learning based approaches. The first is metric-
based approaches [16, 32, 36] which learn a distance func-
tion through training samples. Another subcategory is
optimization-based approaches [1, 14, 23, 27, 33, 35, 40, 43],
it learns a priors to optimize the model on limited train-
ing examples without overfitting. The last subcategory is
model-based approaches [5, 19–21, 28]. Different from the
previous two approaches, model-based approaches use sup-
port samples to generate model weights adapted to new task.
Another category of FSL is transfer learning [8, 34, 38].
Transfer learning improve the performance in a new task
through transferring knowledge from a learned related task.

2.2. Open-Set Recognition

Open-set recognition is a more realistic scenario be-
cause it is usually difficult to include all classes when
training a classifier. OSR requires the classifier to clas-
sify not only known classes, but also unknown classes.
There are two mainstream approaches for OSR. One is dis-
criminative model. It includes traditional machine learning
methods [2, 25, 29, 30, 42] and deep neural network meth-
ods [3, 7, 11, 31]. The former is popular before deep neural
network rise. It usually adapt the limitation of traditional
methods that training and testing data are from the same
distribution for OSR. The latter uses the powerful represen-
tation ability of deep neural network to solve OSR through
network architecture design. The other mainstream ap-
proach is generative model [9,10,22,39]. It usually use gen-
erative adversarial network or Dirichlet Process to gener-
ate unknown samples as training samples to improve model
performance.

2.3. Few-Shot Open-Set Recognition

Compared with FSL and OSR, there are few studies fo-
cused on few shot open-set recognition, which mainly in-
clude the following three methods. The first is the loss
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Figure 2. An overview of our model GEL. Our model mainly consists of three parts: a class-wise branch, which is used to calculate the
similarity between embeddings for closed-set classification and open-set recognition, a pixel-wise branch, which is used to calculate the
similarity between feature maps for open-set recognition, and an energy-based module, which performs open-set recognition on query
samples by feeding the similarities from the two branches to learn glocal energy scores.

function based method. Based on the original distance-
based classifier, PEELER [18] proposes an open-set loss to
improve the accuracy of open-set recognition by increas-
ing the entropy of classification results of open-set samples.
The second method is based on transformation consistency.
SnaTCHer [15] adds each query embedding replacement to
the prototype set, and determines whether the query sample
is an open-set sample by measuring the difference between
the sets before and after transformation. By measuring the
difference before and after the change of the set, the un-
known class distribution estimation problem is transformed
into a relative feature transformation problem which is un-
related to the unknown class samples. The third method
is to add an extra open-set class. TANE [13] and RFD-
Net [6] expands the closed-set classifier by using a genera-
tive network to obtain an additional open-set classes proto-
type from closed-set prototype. They then add the prototype
to the original classifier to enable it to perform both closed-
set classification and open-set recognition. By adding an
additional category to classify the query sample, the mea-
suring based on the entropy or the threshold of the sample
is changed to dynamic classification.

3. Preliminary
The goal of the FSOR is to identify open-set samples

while maintaining the classification capability of closed-set
with only a few data samples. In particular, for a N-way K-
shot Q-query sampled from dataset D, the FSOR task can
be presented as: T = {S,Qk,Qu}, where S = {xi, yi}|S|

i=1

and Qk = {xi, yi}|Qk|
i=1 are support set and known query set,

respectively. The label y corresponding to the image x in
these two sets are from closed-set categories Ck. Different
from FSL, Qu = {xi, yi}|Qu|

i=1 is a set of query samples from
unknown classes Cu, and Ck ∩ Cu = ∅.

4. Method

We will describe our approach in detail in this section.
First, we will give an overview of our proposed method
GEL, then introduce our proposed pixel-wise similarity
module, and finally introduce our energy-based open-set
recognizer.

4.1. Overview

Figure 2 shows the overall architecture of our model.
Following previous FSOR methods [6, 13, 15, 18], we use
metric-based meta-learning architecture. First, the embed-
ding and feature maps of the support and query samples are
obtained through a shared feature extractor Fθ, where θ de-
nots the shared parameters. For each input support sam-
ple xS

i , we obtain its embedding eSi and feature map fS
i by

eSi = avg pooling(Fθ(x
S
i )) and fS

i = Fθ(x
S
i ), respec-

tively. For each query sample xQ
i , we use the same way to

obtain its query embedding eQi and feature map fQ
i . The

channel dimension of them is dim.
For the class-wise branch, we first compute the proto-

type p for each of the N classes by averaging over support
embeddings. Particularly, for a class n, its prototype pn is
calculated from all support embedding of class n by
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pn =
1

K

K∑
i=1

Fθ(e
S
n,i). (1)

Then we follow [15] to simply use a self-attention mod-
ule to enhance the class prototypes. For the matrix P ∈
R

N×dim composed by all prototypes, the enhanced proto-
type matrix P ∗ is calculated as follows

P q = PW q, P k = PW k, P v = PW v, (2)

P ∗ = softmax(
P qP kT

√
dPk

)P v, (3)

where W q,W k,W v ∈ R
dim×dim are coefficient matrices

that linearly map the prototype matrix, and dPk is the chan-
nel dimension of P k.

Finally, we obtain the class-wise similarity sc by mea-
suring the distance between the query embedding and the
enhanced class prototype:

si,nc = −distance(eQi , p
∗
n), (4)

where si,nc is the class-wise similarity between xQ
i and the

enhanced prototype of class n, distance(·, ·) is a distance
function. We use Euclidean distance by default, because we
found it performed best through experiments.

In closed-set classification, only the class-wise similarity
sc is used to classify query samples in Qk through a softmax
function:

p(y = n|xi) =
es

i,n
c∑

j∈Ck
es

i,j
c

. (5)

Then we use cross entropy loss to optimize the model:

Lc =
1

NQ

NQ∑
i=1

∑
j∈Ck

1xi=j log(p(y = n|xi)), (6)

where 1condition is an indicative function, which is one if
the condition is met, and zero otherwise, andp(y = n|xi) is
the probability that the label of sample xi is class n.

Our model extends this popular FSL approach to FSOR
by using both class-wise similarity and pixel-wise similarity
to learn a global energy-based open-set recognizer. We will
detail our proposed module in the next two subsections.

4.2. Pixel-wise Similarity Module

In order to have a holistic recognition of open-set sam-
ples, in addition to the class-wise information, we also con-
sider the pixel-wise information. As shown in Figure 1,
our idea is based on the following two key points. First,
if the class of open-set samples is similar to that of closed-
set samples, the distance between their embeddings would

be so small, so it is difficult to distinguish them. However,
human beings usually distinguish them by a certain key
part. Secondly, if the large background of the open-set and
closed-set samples are similar, it is often difficult to extract
the class information only by using the embeddings. But
humans can pick up the key parts directly from the back-
ground. Inspired by these two observations, we propose a
novel pixel-wise similarity module. First, we use the same
method as the class-wise branch to obtain the feature map
for each class. Formally, for a class n, its feature map fn is
defined as

fn =

∑K
i=1 fi
K

. (7)

In order to keep the distance between pixel-wise features
and class-wise features within the same scale convenient for
fusion and reduce the amount of computation, we first apply
a scale calibration module to all feature maps. Specifically,
we use a point-wise convolution to halve the channel dimen-
sion of the feature map, followed by a Batch Normalization
layer and a PReLU activation function:

f∗ = PReLU(BN(Conv(f))). (8)

Finally, for each pixel of the class feature map and query,
we calculate the pixel-level similarity using cosine similar-
ity. And for each query pixel, we consider the top-k near-
est neighbours in class feature map pixels and calculate the
summation for the top-k similarity scores to form a robust
fine-grained metric for open-set learning:

si,nf =
∑
pixel

topk(
f∗
i · fn

||f∗
i || · ||fn||

)/T, (9)

where fn ∈ R dim
2 ×m2

and f∗
i ∈ Rm2× dim

2 are the feature
map of class n and query sample xi, respectively; m is the
spatial dimension of feature map; || · || is applied to the
fourth dimension;

∑
pixel sum over all the remaining pixels

after calculating topk; and T is a temperature coefficient.
Remark. Attention mechanism is also a common

method to focus on local information in the deep learning
approach, but in the few-shot open-set recognition task, this
can easily result in over-fitting because of the lack of sam-
ples. Our proposed pixel-wise similarity module has only
a few learnable parameters in the scale calibration module,
well alleviating the over-fitting issue.

4.3. Energy-based Module

The existing FSOR methods often use cross-entropy-
based classifiers, because for closed-set classification,
entropy-based classifiers can often achieve better results by
classifying the samples using prediction probability. How-
ever, for our dual-branch architecture, we have a dedicated
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energy-based open-set recognizer to classify open-set sam-
ples. By using energy-based models, we eliminate the com-
plexity in the process of normalization the probability distri-
bution in entropy-based classification. Thus, they are more
suitable for the FSOR task.

Our energy-based module integrates the class-wise and
pixel-wise similarity results from the two branches and then
feed them to train into glocal energy-based few-shot open-
set recognizer.

4.3.1 Margin-based Energy Loss

We then feed these glocal energy scores to an energy loss
function to optimize our model. The model is trained to
ensure that the energy is large when the samples are from
unknown classes, and it is small otherwise. To achieve this
goal, we use a margin-based energy loss to optimize the
model. Particularly, for a query sample xi, its energy loss is
calculated by

Lxi
e =

{
max(0, Exi −Mk) 1yi∈Ck

max(Exi −Mu, 0) 1yi∈Cu ,
(10)

where Mk and Mu are the margins of closed-set and open-
set samples, respectively. Cu are pseudo open set samples,
consisting of Q samples of each class from N classes that
do not overlap with the closed-set classes Ck. Both Cu and
Ck are part of the training set. The energy loss for the task
is

Le =
∑

Qk∪Qu

Lxi
e . (11)

Thus, the total loss of our GEL model is

L = Lc + λLe, (12)

where λ is a hyperparameter that balances the two losses.

4.3.2 Glocal Energy Function

For a query sample xi, its class-wise (global) similarity to
class n is si,nc , while its pixel-wise (local) similarity is si,nf .
We first use these two similarities to respectively define the
global and local energy through the energy function as fol-
lows:

Ec = −log
∑
n∈Ck

(es
i,n
c ), (13)

Ef = −log
∑
n∈Ck

(es
i,n
f ). (14)

Since we have used the scale calibration module in the
pixel-wise similarity module to adjust the scale of similarity
score, the final glocal open-set energy of the sample can be
obtained by a simple addition:

E = Ec + Ef . (15)

Other combination methods are evaluated and compared
in our ablation study in Sec. 6.3.

5. Experiments
5.1. Datasets

We use miniImageNet [37], tieredImageNet [24] and
CIFAR-FS [4] to evaluate the performance of the model.
MiniImageNet contains a total of 60,000 images of size
84 × 84 in 100 categories, including 600 samples in each
category. The category for training, validation and test-
ing set is 64, 16, and 20, respectively. TieredImageNet is
a larger dataset. It contains a total of 779,165 images of
size 84 × 84 in 608 categories, including 351 for training,
97 for validation and 160 for testing. Both of them are the
subsets of ILSVRC-12 [26]. CIFAR-FS is the subsets of
CIFAR100 [17]. It contains a total of 60,000 images of size
32× 32 in 100 categories. The categories are divided in the
same way as miniImageNet.

5.2. Metrics

To measure the effectiveness of the FSOR methods, fol-
lowing [6,13,15,18], we use ACC and AUROC as the met-
rics. ACC is used to measure the classification accuracy of
the closed-set samples. It can be calculated by dividing the
number of correctly classified samples in Qk by the number
of samples in Qk. AUROC is used to measure the accuracy
of open-set recognition. It is the area under the ROC curve
for open-set recognition of all query samples Qk ∪ Qu. A
larger ACC or AUROC indicates better performance.

We also calculate F1 Score, FPR95 and AUPR for the
open-set recognition in our ablation study. F1 Score is the
harmonic average of precision and recall. FPR95 is short for
FPR@TPR95, which is the false positive rate when the true
positive rate is 95%. The smaller the FPR95 is, the better
the model is. AUPR is the area under the PR curve. Com-
pared to AUROC on balanced datasets, AUPR is a more
indicative metric in highly unbalanced datasets.

5.3. Implementation Details

Following previous FSOR methods [6, 13, 15, 18], we
use ResNet-12 [12] as the feature extractor of our network.
By default, it uses 16x drop sampling of the images and
generates a feature map with 640 channel dimensions be-
fore pooling layer. We use a widely-used FSL method
FEAT [41] to pre-train the feature extractor. For the set-
ting of hyperparameters, we set T in Eq. 9 to the k value in
the topk function. Because of the scale calibration module,
we simply set Mk to -1 and Mu to 1 in Eq. 10. The loss
weight λ in Eq. 12 is set to 0.1.
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Dataset Methods Publication 1-shot 5-shot
ACC AUROC ACC AUROC

miniImageNet

ProtoNet [32] NIPS2017 64.01± 0.88 51.81± 0.93 80.09± 0.58 60.39± 0.92
FEAT [41] CVPR2020 67.02± 0.85 57.01± 0.84 82.02± 0.53 63.18± 0.78

PEELER [18] CVPR2020 58.31± 0.58 61.66± 0.62 75.08± 0.72 69.85± 0.70
PEELER* [18] 65.86± 0.85 60.57± 0.83 80.61± 0.59 67.35± 0.80

SnaTCHer-F [15]
CVPR2021

67.02± 0.85 68.27± 0.96 82.02± 0.53 77.42± 0.73
SnaTCHer-T [15] 66.60± 0.80 70.17± 0.88 81.77± 0.53 76.66± 0.78
SnaTCHer-L [15] 67.60± 0.83 69.40± 0.92 82.36± 0.58 76.15± 0.83

ATT [13] CVPR2022 67.64± 0.81 71.35± 0.68 82.31± 0.49 79.85± 0.58
ATT-G [13] 68.11± 0.81 72.41± 0.72 83.12± 0.48 79.85± 0.57

RFDNet* [6] TMM2022 66.23± 0.80 71.37± 0.80 82.44± 0.54 80.31± 0.59
Ours 68.26± 0.85 73.70± 0.82 83.05± 0.55 82.29± 0.60

tieredImageNet

ProtoNet [32] NIPS2017 68.26± 0.96 60.73± 0.80 83.40± 0.65 64.96± 0.83
FEAT [41] CVPR2020 70.52± 0.96 63.54± 0.76 84.74± 0.69 70.74± 0.75

PEELER* [18] CVPR2020 69.51± 0.92 65.20± 0.76 84.10± 0.66 73.27± 0.71
SnaTCHer-F [15]

CVPR2021
70.52± 0.96 74.28± 0.80 84.74± 0.69 82.02± 0.64

SnaTCHer-T [15] 70.45± 0.95 74.84± 0.79 84.42± 0.68 82.03± 0.66
SnaTCHer-L [15] 70.85± 0.99 74.95± 0.83 85.23± 0.64 80.81± 0.68

ATT [13] CVPR2022 69.34± 0.95 72.74± 0.78 83.82± 0.63 78.66± 0.65
ATT-G [13] 70.58± 0.93 73.43± 0.78 85.38± 0.61 81.64± 0.63

RFDNet* [6] TMM2022 66.84± 0.89 72.68± 0.76 82.64± 0.63 80.63± 0.63
Ours 70.50± 0.93 75.86± 0.81 84.60± 0.65 81.95± 0.72

CIFAR-FS

FEAT* [41] CVPR2020 70.89± 0.89 74.83± 0.79 83.96± 0.64 82.88± 0.67
PEELER* [18] CVPR2020 71.47± 0.67 71.28± 0.57 85.46± 0.47 75.97± 0.33

SnaTCHer-F* [15] CVPR2021 75.09± 0.87 78.15± 0.77 87.18± 0.62 85.81± 0.64
ATT-G [13] CVPR2022 72.43± 0.65 76.72± 0.59 86.52± 0.49 84.64± 0.38

RFDNet* [6] TMM2022 73.83± 0.92 75.35± 0.77 85.12± 0.74 84.40± 0.64
Ours 76.77± 0.88 78.67± 0.80 86.74± 0.66 86.56± 0.59

Ours w/o Pix 76.67± 0.90 79.43± 0.72 87.63± 0.62 86.84± 0.58

Table 1. 5-way 1-shot and 5-shot results on miniImageNet, tieredImageNet and CIFAR-FS. We calculated ACC and AUROC of each
model. * denotes implementation on ResNet-12.

During the training phase, we use the SGD optimizer to
train the model for over 60,000 tasks. The learning rate is
set to 0.0001 for feature extractor and 0.001 for the other
initially and decayed by the factor of 10 for every 12,000
tasks. We then select the model with the best results through
the validation set for testing. For data augmentation, fol-
lowing [13], in the pre-training phase, RandomCrop, Color-
Jitter, RandomHorizontalFilp, and RandomRotate are used;
and only RandomCrop and RandomHorizontalFilp are used
for meta-training and testing.

For a N-way K-shot FSOR task, we following previous
FSOR methods [6, 13, 15, 18] to select 2N classes in the
dataset, half of which are known classes and the other are
unknown classes. For known classes, we sample K im-
ages for each class as support set and another 15 images
as known query set. For each unknown classes, we only
sample 15 images as unknown query set. During the testing
phase, the first 75 query samples with the highest open-set
scores (i.e., the energy score in Eq. 15) are taken as open-set
samples to calculate the open-set recognition metrics.

6. Results

6.1. Comparison Methods

Our method GEL is compared with the FSL approach
ProtoNet [32] and FEAT [41]. Since most of the exist-
ing FSOR methods are based on the metric-based FSL
method, we compare the most representative method Pro-
toNet and the most competitive method FEAT. In order
to evaluate the open-set recognition performance, we in-
put the open-set samples into their closed-set classifier
and recognize them by thresholding the entropy. We also
make a comparison with existing SOTA few-shot open-
set approaches PEELER [18], SnaTCHer [15], ATT [13]
and RFDNet [6]. For fair comparison, since the original
PEELER and RFDNet used ResNet-18 as the feature ex-
tractor, we re-implemented a version based on ResNet-12,
named PEELER* and RFDNet*. We use the source code of
FEAT and SnaTCHer-F from github to do the experiment
on the CIFAR-FS. In addition, SEMAN-G [13] uses addi-
tional word embedding information, which we do not have,

7512



0.0

0.5

1.0

1.5

2.0

2.5

0.25 0.50 0.75 1.00

open set score

d
en

si
ty

. known unknown

(a) SnaTCHer-F, IoU=0.57

0.0

0.5

1.0

1.5

0.00 0.25 0.50 0.75 1.00

open set score

d
en

si
ty

g ro u p known unknown

(b) ATT-G, IoU=0.53

0.0

0.3

0.6

0.9

1.2

0.0 0.5 1.0 1.5 2.0 2.5

open set score

d
en

si
ty

g ro u p known unknown

(c) RFDNet, IoU=0.55

0

1

2

0.00 0.25 0.50 0.75 1.00

open set score

d
en

si
ty

. known unknown

(d) Ours, IoU=0.47

Figure 3. Density map for normalized score histogram on miniIm-
ageNet 5-way 1-shot. By sampling 600 tasks for each method, we
first make the open set score non-negative, then use the maximum
value in each task for normalization. We can see that our method
can better distinguish between known and unknown samples.

and so its results cannot be fairly compared to GEL and the
other methods.

6.2. FSOR Results

Table 1 shows the results of our method GEL compared
to the others on three datasets and two different shots. As
can be observed, although the FSL method has a good per-
formance in closed-set classification, its open-set recogni-
tion is poor. Compared to the previous FSOR methods, our
method is substantially more effective: it obtains the best
open-set recognition results (i.e., AUROC) across the three
datasets in the 1-shot setting, and it is the best performer in
AUROC on two datasets in the 5-shot setting, while at the
same time maintaining the very competitive closed-set clas-
sification accuracy. It is worth mentioning that compared
with the other two datasets, the image resolution of CIFAR-
FS is very small. After the feature extraction, the spatial
dimension of the feature map is only 2 × 2, which makes
it difficult for the pixel branch to learn useful local infor-
mation. Therefore, we also give the results without using
the pixel branch on this dataset (i.e., Ours w/o Pix). It can
be seen from the results that when the image size is small,
only using the energy-based open-set recognizer can often
achieve better results.

To further demonstrate the power of our model, we com-
pare the open-set score distribution for known and unknown
samples in miniImageNet 5-way 1-shot in 600 tasks. Fig-
ure 3 compares the normalized score histogram of open-
set scores between SnaTCHer-F, ATT-G, RFDNet and Our
method. Since the open-set score (energy for ours and en-
tropy for others) of known samples in our method is usually
negative, we first subtract the minimum value in each task if
it is negative. Then we normalized the open-set scores of all
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(a) Ablation study of the value of topk on miniImageNet under 5-
way 1-shot setting.
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(b) Ablation study of margin distance on miniImageNet under 5-
way 1-shot setting.

Figure 4. Ablation study of two hyperparameters on mimiIma-
geNet under 5-way 1-shot setting .

samples obtained from each task by dividing it by the maxi-
mum value, and subsequently calculate the density. We use
the intersection over union (IoU) to quantitatively evaluate
the overlap between the known and unknown distribution
(the smaller the better), i.e. OSR capability. As can be seen
from the figure, the overlap of two different color areas of
our method is smaller. In other words, our method can bet-
ter distinguish the known and unknown samples.

6.3. Ablation Study

Table 2 presents the ablation study results of the 5-way 1-
shot experiments on two different datasets for our three pro-
posed modules. In addition to ACC and AUROC, we also
calculate F1 Score, FPR95 and AUPR of open-set recogni-
tion. From the results, it can be seen that all the three pro-
posed modules we propose can improve the performance of
open-set recognition while keeping the closed-set classifi-
cation ability almost unchanged.

In addition, we also evaluate the effect of k in Eq. 9
and distance between Mk and Mu in Eq. 10 on the per-
formance. As shown in Figure 4 (a), for the selection of
different k values in our method, the variation range of AU-
ROC is only 0.08, indicating that our method is robust to
the selection of this hyperparameters. And for the choice of
margin distance, in the experiment, we calculate the size of
the two margins with zero as the center. As shown in Fig-
ure 4 (b), the margin distances is greater than zero, and a
smaller margin often enables the model to perform better.

For the calculation of open-set scores, in addition to
combining the energy calculation as we did, called ahead
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Method Dataset ACC↑ AUROC↑ F1 Score↑ FPR95↓ AUPR↑
Baseline

miniImageNet

68.53± 0.78 69.85± 0.87 65.06± 0.69 79.35± 1.45 70.53± 0.83
+ Energy Loss 68.14± 0.78 71.97± 0.83 65.92± 0.69 77.88± 1.34 71.96± 0.83
+ Pixel wise 68.40± 0.86 72.49± 0.76 67.38± 0.69 74.99± 1.35 73.28± 0.85
+ Combine score 68.26± 0.85 73.70± 0.82 67.72± 0.70 74.10± 1.38 73.80± 0.87

Baseline

tieredImageNet

70.55± 0.93 71.66± 0.82 67.02± 0.63 74.66± 1.40 71.01± 0.83
+ Energy Loss 70.60± 0.94 73.57± 0.84 67.90± 0.61 72.60± 1.46 73.48± 0.86
+ Pixel wise 70.39± 0.96 74.06± 0.73 67.90± 0.61 71.72± 1.32 73.10± 0.75
+ Combine score 70.50± 0.93 75.86± 0.81 69.44± 0.68 70.22± 1.47 75.78± 0.80

Table 2. Ablation study of three modules proposed in GEL. We report the 5-way 1-shot results on both miniImageNet and tieredImageNet
to demonstrate the effectiveness of our modules.

Method ACC AUROC

Delay Combine 68.39± 0.86 73.17± 0.83
Ahead Combine 68.26± 0.85 73.70± 0.82

(a) miniImageNet 5-way 1-shot

Method ACC AUROC

Delay Combine 83.00± 0.55 80.67± 0.65
Ahead Combine 83.05± 0.55 82.29± 0.60

(b) miniImageNet 5-way 5-shot

Table 3. Ablation study of glocal energy score combination of the
class-wise branch and pixel-wise branch on miniImageNet under
5-way 1-shot and 5-shot setting.

Method ACC AUROC

Fixed value 83.05± 0.55 82.29± 0.60
Learnable 83.08± 0.56 81.37± 0.64
Task-adaptive 83.00± 0.56 81.34± 0.62

(a) miniImageNet 5-way 5-shot

Method ACC AUROC

Fixed value 84.60± 0.65 81.95± 0.72
Learnable 84.84± 0.65 80.86± 0.70
Task-adaptive 84.79± 0.66 80.49± 0.72

(b) tieredImageNet 5-way 5-shot

Table 4. Ablation study of combination coefficients between class-
wise energy and pixel-wise energy on miniImageNet and tieredIm-
ageNet under 5-way 5-shot setting.

combine below, the energy can be calculated only for the
pixel branch at first, and then combined with the class-wise
similarity, which is denoted as delay combine. We per-
form the ablation study on miniImageNet with the above
two methods. As can be seen in Table 3, the ahead combine
method improves the performance of open-set recognition,
especially when the shot is large.

We also conduct an ablation study on the combination
coefficient between class-wise energy and pixel-wise en-
ergy in Eq. 15. Three methods are used: fixed value, learn-
able coefficient, and task-adaptive learnable coefficient on
miniImageNet 5-way 5-shot. For method with a fixed value,
we simply set the weight of the two branches to one. For
the method with learnable coefficient, we use two learnable
parameters with an initial value of one to learn the coeffi-

cients, and for the method with task-adaptive learnable co-
efficient, we use a linear layer to generate two coefficients
from the prototypes in each task. As shown in Table 4, al-
though learnable coefficient methods can slightly improve
the classification ability of the closed-set samples, the fixed
coefficient method can greatly improve the recognition abil-
ity of detecting open-set samples.

7. Conclusion
In this paper, we explore the under-explored problem,

few-shot open-set recognition (FSOR). To have holistic de-
tection of open-set samples, we propose a novel FSOR
method, called Glocal Energy-based Learning (GEL). GEL
improves the open-set recognition capability in few-shot
settings by fusing global and local information. By com-
bining the similarities from the class-wise and pixel-wise
branches, GEL learns glocal energy scores, in which large
energy scores are enforced for samples that are deviated
from the few-shot examples in either the class-wise fea-
tures or the pixel-wise features, and small energy scores are
enforced otherwise. In doing so, GEL can detect open-set
samples that are similar to the closed-set samples in either
the global class level or the local feature level, while the
existing methods fail to do. Extensive experiments on mul-
tiple datasets demonstrate the effectiveness of our proposed
method.
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