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Abstract

LiDAR relocalization plays a crucial role in many fields,
including robotics, autonomous driving, and computer vi-
sion. LiDAR-based retrieval from a database typically incurs
high computation storage costs and can lead to globally
inaccurate pose estimations if the database is too sparse.
On the other hand, pose regression methods take images
or point clouds as inputs and directly regress global poses
in an end-to-end manner. They do not perform database
matching and are more computationally efficient than re-
trieval techniques. We propose HypLiLoc, a new model
for LiDAR pose regression. We use two branched back-
bones to extract 3D features and 2D projection features,
respectively. We consider multi-modal feature fusion in
both Euclidean and hyperbolic spaces to obtain more ef-
fective feature representations. Experimental results indi-
cate that HypLiLoc achieves state-of-the-art performance
in both outdoor and indoor datasets. We also conduct ex-
tensive ablation studies on the framework design, which
demonstrate the effectiveness of multi-modal feature extrac-
tion and multi-space embedding. Our code is released at:
https://github.com/sijieaaa/HypLiLoc

1. Introduction

Visual relocalization aims at estimating the 6-degree of
freedom (DoF) pose of an agent using perception sensors,
such as LiDARs and cameras. It plays a crucial role in many
fields that include robot navigation [12], autonomous driv-
ing [23], and scene recognition [22]. Image-based relocal-
ization methods have achieved good performance in various
applications [15, 33, 36]. However, images taken from cam-
eras can only capture RGB color information and are easily
influenced by environmental conditions, including low illu-
mination and light reflections. By contrast, LiDARs, which
cast active beams to estimate the depth of surrounding ob-
jects, are more robust against those changes.

*These authors contribute equally.

In recent years, the LiDAR has become an important
sensor in smart robots, autonomous vehicles, and mobile
devices. LiDAR-based relocalization, which is a basic and
important module impacting other perception tasks, has at-
tracted more attention [8, 19, 20, 27, 37, 46]. One of the clas-
sical approaches, LiDAR odometry, estimates the relative
poses among successive LiDAR frames to obtain locally
accurate pose estimation. However, errors accumulate over
the trajectory, resulting in unsatisfactory global pose esti-
mation. To compensate for the error, LiDAR odometry is
usually treated as a component in a complete simultaneous
localization and mapping system (SLAM), where the global
pose estimated by a global positioning method or detected
loop closure is used to correct the accumulated error in the
LiDAR odometry [32, 43].

LiDAR-based retrieval is also used for relocalization [34].
It first constructs a database of LiDAR features learned from
all candidate LiDAR frames. During inference, given a query
LiDAR scan, the similarities between the query feature and
all features stored in the database are computed so that the
top-matched poses can be obtained. Although this approach
provides accurate global pose estimation, it inherently suf-
fers from high computation cost and storage burden [38].
Therefore, it is more appropriate for offline scenarios rather
than for real-time mobile applications.

Pose regression is favored as a relocalization method due
to its lower computation and storage cost during inference.
The pose regression network is still trained on a database
containing LiDAR frames in an end-to-end manner to obtain
a regression model. During inference, taking the LiDAR scan
as input, the pose regression network directly regresses the
global pose without any pre-constructed candidate database
or map. It can mitigate the high computation and storage
burden that occurs in the LiDAR-based retrieval methods.
As a result, pose regression can be operated in real-time to
satisfy various relocalization requirements in robotics, un-
manned aerial vehicles (UAVs), mobile relocalization APPs,
autonomous vehicles, and SLAM systems.

In this paper, we propose a relocalization method called
HypLiLoc, which is a pose regression network with LiDAR
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data as input. HypLiLoc uses a parallel feature extraction
design, in which 3D features and 2D spherical projection fea-
tures are obtained in two backbone branches simultaneously.
The paper [24] leverages hyperbolic embeddings for 3D
point clouds that can be viewed as hierarchical compositions
of small parts. We thus follow this motivation to design our
pipeline with hyperbolic learning. Specifically, we conduct
feature fusion in both Euclidean and hyperbolic spaces to
enhance the information representation and to achieve more
effective multi-modal feature interaction. We test HypLiLoc
in both outdoor and indoor datasets. Experiments indicate
that HypLiLoc surpasses current approaches and achieves
state-of-the-art (SOTA) performance.

Our main contributions are summarized as follows:

1. We propose a novel LiDAR-based pose regression net-
work HypLiLoc. It has one backbone that learns 3D
features directly from the 3D point cloud and another
backbone that learns features from a 2D projection of
the point cloud onto a spherical surface. To achieve
effective multi-modal feature interaction, the features
are embedded in both Euclidean and hyperbolic spaces
using multi-space learning. An attention mechanism
is then used to fuse the features from different spaces
together.

2. We test our network in both outdoor and indoor datasets,
where it outperforms current LiDAR pose regression
counterparts and achieves SOTA performance. We also
conduct extensive ablation studies on the effectiveness
of each design component.

2. Related Work

In this section, we shall introduce more relocalization
works, including LiDAR odometry, point cloud retrieval,
and pose regression. Besides, we shall also provide more
details of hyperbolic learning that are related to our method
design.

2.1. LiDAR Odometry

LiDAR odometry methods address the relocalization
problem under local views. Given several close or nearby
LiDAR scans, they estimate the relative poses among them.
The iterative closest point (ICP) method [6] solves the rela-
tive pose by iteratively searching correspondence between
source points and target points and optimizing the least
square error. Besides, another popular method is LOAM [46],
which classifies the keypoints into edges and planes and
uses KD-trees to search the neighborhood of the keypoints.
DCP [39] uses PointNet [28] and DGCNN [41] as backbones
to extract point cloud features, and then it predicts the pose
using the Transformer module.

2.2. Point Cloud Retrieval

Point cloud retrieval approaches treat the relocalization
task as the place recognition problem [34]. The core of these
approaches is query-database matching. A database needs to
be constructed to store the features of all candidate LiDAR
scans with corresponding poses. In the inference process, for
a given query LiDAR scan, its feature is extracted by the neu-
ral network, and then the query-database feature matching is
performed for every possible pair. The final pose estimation
is obtained from the top-matched pairs.

2.3. Pose Regression

Given the query sensor data, the pose regression models
directly outputs the pose using the trained neural network.
They do not depend on the query-database matching proce-
dure, which speeds up the inference stage significantly when
compared to point cloud retrieval methods. These models are
still trained on a database of training samples that include
sensor scans and the ground truth sensor poses. However,
during the inference stage, the database is no longer required,
in contrast to retrieval methods.

PoseNet [17] proposes simultaneous learning for location
and orientation by integrating balance parameters. MapNet
[15] uses visual odometry as the post-processing technique
to optimize the regressed poses. AD-PoseNet [16] leverages
semantic masks to drop out the dynamic area in the image.
AtLoc [36] introduces global attention to guide the network
to learn better representations. MS-Transformer [33] focuses
on simultaneous pose regression for multiple scenes using a
single network.

A LiDAR actively casts beams to estimate the sparse
depth of its surrounding environment. Since LiDARs are less
likely to be influenced by illumination changes than cam-
eras, they have become core sensors in many applications.
PointLoc [38] uses LiDAR point clouds to achieve pose
regression. Its model consists of PoinNet++ [29] followed
by self-attention modules to generate point cloud features.
The paper [45] studies the memory-friendly pose regression
learning scheme and proposes four LiDAR pose regression
models.

2.4. Hyperbolic Learning

Hyperbolic embedding for features has been proposed for
datasets that have some underlying tree structure [31]. The
paper [13] derives hyperbolic versions of several deep learn-
ing tools, including multinomial logistic regression, feed-
forward networks, and recurrent networks. In the field of nat-
ural language processing (NLP), [25] and [26] introduce fea-
ture embeddings with hyperbolic models. In the field of deep
graph learning, HGCN [7] considers hyperbolic node em-
beddings in Graph Convolutional Neural Networks (GCNs).
GIL [47] proposes to use weighted embedding features in
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Figure 1. The overall architecture of our proposed HypLiLoc. We use two backbone branches to perform feature extraction. In the 3D
backbone, we consider both local set abstraction and global attention aggregation. In the feature fusion block, the extracted multi-modal
features are embedded into both Euclidean and hyperbolic spaces to achieve space-specific interaction. The fusion features are then decoupled
to their own modality to perform modal-specific interaction. The final training loss is applied on both the 3D/projection level and the final
fusion level.

both Euclidean and hyperbolic spaces. In the computer vi-
sion community, [11] uses pair-wise cross-entropy loss with
hyperbolic distances to train the vision transformer [10],
and [4] considers hyperbolic embeddings in the semantic
segmentation task. More recently, hyperbolic embeddings
have also been studied for the 3D point cloud [24], where
the 3D point cloud is treated as nature compositions of small
parts that follow the hierarchical architecture. This motivates
us to introduce hyperbolic embeddings in our pipeline for
better feature representations.

3. Proposed Model
In this section, we provide a detailed description of

our proposed approach. We first summarize the HypLiLoc
pipeline as follows.

1. Given a LiDAR point cloud scan, in addition to the
traditional backbone of extracting 3D features from the
point cloud, we additionally project the 3D points into
a sphere to generate a 2D projection image. These two
types of features are extracted by separate backbones.

2. We merge the two modal features together as the fu-
sion features. The fusion features are then embedded in
both Euclidean and hyperbolic spaces to achieve more
effective representations.

3. After features interact in different spaces and modalities,

the global feature vector is obtained by applying the
global average pooling operation on the fusion features.
The final pose prediction is generated using the global
feature vector with the pose regression head.

3.1. Modal-Specific Backbones

Projection Feature Extraction. Multi-modal feature
extraction has shown promising performance in various
tasks [1,30,42,44]. The point cloud generated by LiDARs is
convertible into multiple modalities by projecting 3D points
into specific 2D spaces. Each projection provides us with a
different way to define the neighbors of a point so that the
point can aggregate feature representations from different
definitions of its “neighborhood”. To this end, we consider
two typical projection methods, including the spherical pro-
jection and the bird’s-eye view (BEV) projection. For the
currently most commonly used multi-line spinning LiDAR,
we visualize the point cloud projection in Fig. 2.

Suppose we have as the input a set of N LiDAR points
{pi}Ni=1, each represented by 3D Cartesian coordinates
pi = (xi, yi, zi) ∈ R3. For the spherical projection, we
first convert the Cartesian coordinates into polar coordinates
as:

ϕi = arctan

(
zi√

x2
i + y2i

)
, (1)
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3D LiDAR point cloud

spherical projection image

BEV projection image

Figure 2. Visualization of the spherical and BEV projection meth-
ods.

θi = arctan

(
yi
xi

)
, (2)

ri =
√
x2
i + y2i + z2i . (3)

Each point projected on the sphere is then denoted as psphi =
(ϕi, θi) ∈ R2. Projecting all the N points, an image Isph ∈
RH×W is obtained, in which each pixel contains the radius
value:

Isph
(⌊

ϕiH

2π

⌋
,

⌊
θiW

2π

⌋)
= ri. (4)

On the other hand, the BEV projects each point pi as (xi, yi)

and generates the image IBEV ∈ RH
′
×W

′

, in which each
pixel contains the height value:

IBEV

(⌊
yiH

′

2ymax

⌋
,

⌊
xiW

′

2xmax

⌋)
= zi, (5)

where xmax and ymax are the maximum LiDAR range in the
x and y directions, respectively.

We test the two projection counterparts in Section 4.4,
where the spherical projection performs better than the BEV.
The reason could be that LiDARs operate with the spinning
mechanism, which is better modeled by the spherical projec-
tion. By contrast, the BEV projection loses information as
some points are stacked on the same pixel and is thus not a
bijective mapping.

In the following discussion, we use the spherical pro-
jection strategy in our pipeline. We treat the spherical pro-
jection points as the image modality input, while the 3D
features are extracted directly from the point cloud in a sep-
arate backbone that we will introduce later. Following the
golden rule for 2D image processing, we use ResNet [14] as
the backbone for the image modality. Denoting the ResNet
backbone as f sph(·), the final spherical projection features
F sph ∈ RHsph×W sph×C are obtained as:

F sph = f sph
(
Isph

)
. (6)

set abstraction (SA)
centroids aggregate 

3D ball neighborhood

graph attention (GA)
for all centroids

centroids 
with updated features

a set abstraction graph attention (SAGA) layer

Figure 3. The SAGA layer consists of a SA layer and a GA layer.

3D Feature Extraction. Effective 3D point feature ex-
traction is critical in the model design. PointNet++ [29] has
shown promising performance in various tasks [38, 39]. In
our pipeline, we use PointNet++ as the backbone branch for
3D feature extraction.

PointNet++ only considers the neighboring information
within a determined range, i.e., in the set abstraction (SA)
layer, each centroid uses the maximum neighboring feature
value as its updated feature as shown in Fig. 3. In pose regres-
sion, the estimation accuracy of the pose benefits from an
effective global representation. Thus to enable PointNet++
to additionally aggregate more global information, we in-
troduce an additional graph attention (GA) layer after each
SA layer to build the set abstraction graph attention (SAGA)
layer as shown in Fig. 3. In this GA layer, we construct
a complete graph whose node set contains all centroids
from the SA layer. We denote the output of the SA layer
as P ∈ RNSA×CSA

with NSA centroids, each with a CSA-
dimensional feature vector. We first use a Fully-Connected
(FC) layer to generate the multi-head features:

PFC
k = PWk + bk, (7)

where Wk and bk are a linear operation and an additive
bias, respectively. These are learnable parameters of the k-th
head. Then the attention weight matrix Ak ∈ RNSA×NSA

can be obtained by computing the dot product among all the
neighboring nodes:

Ak = Softmax
(
PFC
k PFC

k

⊺
)
, (8)

where Softmax(·) denotes the row-wise softmax function.
The output features of the GA layer PGA ∈ RNGA×CGA

are
generated by concatenating the weighted features from all
heads as:

PGA = ∥
k

AkP
FC
k , (9)

where ∥ denotes the concatenation operation. We then stack
L3D such SAGA layers to build the 3D features extraction
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backbone. We denote the final output features as F 3D ∈
RN3D×C shown in Fig. 1.

3.2. Hyperbolic Feature Learning

In this subsection, we first state the motivation for such
hyperbolic feature learning. We then introduce the hyper-
bolic embedding operators that will be used in Section 3.3
to fuse features extracted from the 3D LiDAR point cloud
and spherical LiDAR projection in Section 3.1.

Motivation. After feature extraction using the two back-
bone branches, we need an effective fusion strategy to con-
sider both point features and projection features. Embed-
ding in a hyperbolic space has recently gained increased
interest and shown promising performance in various fields
[4, 7, 11, 13, 47]. The paper [24] argues that 3D point cloud
objects possess inherent hierarchies due to their nature as
compositions of small parts, which can be embedded in the
hyperbolic space. Following this motivation, we consider
leveraging the hyperbolic embedding method in our pipeline,
such that features can be equipped with more various repre-
sentations that come from different embedding spaces. Our
ablation study (cf. Table 3 of Section 4.4) also indicates that
hyperbolic embedding can lead to improvements in the pose
estimation accuracy.

Hyperbolic Embedding. Different from the common Eu-
clidean space, the hyperbolic space is equipped with constant
negative curvature and has a different metric rather than the
Euclidean ℓ2 norm ∥·∥. This special metric renders a ball in
hyperbolic embedding space to have exponentially increased
volume with respect to its radius rather than polynomially as
in Euclidean spaces.

Similar to [11], we use the n-dimensional Poincaré ball
(Dn

c , g
D) for our hyperbolic embedding with the parameter

c indicating constant negative curvature −c2. More specif-
ically, gD is the Riemannian metric, and Dn

c is defined as:

Dn
c =

{
x ∈ Rn : c∥x∥2 < 1, c ⩾ 0

}
, (10)

where the distance d between two points x and y on Dn
c is

defined as:

d(x, y) =
2√
c
arctanh(

√
c∥−x⊕c y∥), (11)

where ⊕c is the Mobius addition defined as follows:

x⊕c y =
(1 + 2c⟨x, y⟩+ c∥y∥2)x+ (1− c∥x∥2)y

1 + 2c⟨x, y⟩+ c2∥x∥2∥y∥2
.

(12)

To support features transferring from Euclidean spaces to hy-
perbolic spaces, the differentiable bijective operator named
exponential map is induced. For a fixed base point x ∈ Dn

c ,
where the tangent space at x is a Euclidean space, the ex-
ponential map expcx : Rn → Dn

c establishes the connection

between the tangent Euclidean space and the hyperbolic
space at x as:

expcx(v) = x⊕c

(
tanh

(√
c
λc
x∥v∥
2

)
v√
c∥v∥

)
, (13)

where λc
x is the conformal factor. In our pipeline, we assume

the input features are in this tangent space and would like to
embed them in the hyperbolic space Dn

c .

3.3. Feature Fusion Block

Based on the above-mentioned motivation, we propose
the feature fusion block (FFB) to achieve effective feature
interaction. Each FFB conducts both space-specific interac-
tion and modal-specific interaction alternatively, which is
similar to the commonly used cross-self-attention operation.
We stack L such FFBs in our pipeline.

Feature Merging. Given the extracted 3D features F 3D

and spherical projection features F sph, we first pass them
through an ℓ2 normalization layer such that all features are
constrained on a sphere. This is a common way to process
multi-modal data [30]. We then formulate a fusion graph with
complete edge connections, in which each node contains
features from either F 3D or F sph. In addition, to enable
features to interact directly with the global representation, we
add two extra node features that are processed by the global
average pooling module. The fusion graph node features are
collected in the following set:

F =
{
F 3D, F sph,Pooling(F 3D),Pooling(F sph)

}
. (14)

Space-specific Interaction. We embed the fusion fea-
tures F into the Euclidean and hyperbolic spaces as FH =
expcx(F ) (where the exp operator is applied node-wise) and
FE = F , respectively, to perform feature interaction using
GA layers. Specifically, in the same way as (7), we obtain
the k-th head FC features for FH or FE, denoted as FFC

k .
We additionally leverage a learnable matrix M regarded as
a feature relationship metric such that the attention weights
are computed as:

AM
k = Softmax

(
FFC
k MFFC

k

⊺
)
. (15)

In Riemannian geometry, a Riemannian metric on a smooth
manifold is a smooth symmetric covariant 2-tensor field that
is positive definite at each point. The learnable matrix M
can be viewed as a more general extension of the Rieman-
nian metric, where we do not impose any constraint on it,
leaving it to update freely. The effectiveness of this design
can be seen in Table 5, where the free metric surpasses other
counterparts.

The learned feature embeddings from the Euclidean and
hyperbolic spaces are then passed into two different GA
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layers and finally fused together using element-wise adding:

F space = wEFE + wHFH, (16)

where wE and wH denote learnable weights for the Eu-
clidean and hyperbolic embeddings FE and FH, respec-
tively. Each node feature has thus aggregated information
from both Euclidean and hyperbolic spaces, which can be
viewed as an adaptive combination of linearity and non-
linearity that can contribute to a more effective feature repre-
sentation.

Modal-specific Interaction. We next decouple the
merged features back to 3D features and projection features
again, enabling them to turn around and learn information
within their own modality. This is similar to the self-attention
operation in the cross-self-attention pipeline. Specifically,
for the 3D features, we pass them through a GA layer (with
the learnable matrix) with preceding and succeeding MLP
layers, while for the 2D projection features, we pass them
through a basic ResNet block. After the modal-specific in-
teraction, 3D features and projection features are merged
together again using (14) to reconstruct the fusion features.

3.4. Pose Regression Head and Loss Function

The task of LiDAR pose regression requires predicting
a 6-DoF pose. However, since the translation and rotation
elements do not scale compatibly, the regression converges in
different basins. To deal with this problem, previous methods
[38,45] consider the regression head with two parallel MLPs
for translation and rotation regression, respectively. We thus
use the same decoding head design as [38], which consists
of two MLP layers for translation and rotation regression as
shown in Fig. 1.

During training, to provide sufficient supervision to the
whole pipeline, we use not only the fusion features but also
the 3D and projection features at lower levels. As shown in
Fig. 1, for the three features F 3D, F sph, and F , we use three
different regression heads g3D, gsph, g respectively to predict
their corresponding 6-DoF poses (t3D, r3D), (tsph, rsph),
(t, r). Specifically, we first perform global average pooling
and then regression to obtain the predicted poses, which can
be described as follows:

(t3D, r3D) = (g3D ◦ Pooling)(F 3D), (17)

(tsph, rsph) = (gsph ◦ Pooling)(F sph), (18)
(t, r) = (g ◦ Pooling)(F ), (19)

where ◦ denotes the composition operation, and Pooling(·)
denotes the global average pooling operation. As for the
rotation, we use the logarithmic format of the quaternion
[38, 45]. Denoting the translation and rotation targets as t∗

and r∗, the final loss function is computed as:

L = (∥t3D − t∗∥+ ∥tsph − t∗∥+ ∥t− t∗∥)e−λ + λ

+ (∥r3D − r∗∥+ ∥rsph − r∗∥+ ∥r − r∗∥)e−γ + γ

(20)

where λ and γ are learnable parameters. During inference,
the pose (t, r) predicted by the fusion features F is treated
as the final prediction.

4. Experiments
In this section, we first evaluate our proposed model

on datasets collected from outdoors and indoors. We next
present ablation studies to demonstrate the effectiveness of
our model design.

4.1. Implementation Details

We use ResNet34 [14] pre-trained on ImageNet [9] as
the backbone for projection features extraction. We use a
batch size of 32. The number of attention heads is set as 8.
Following [11], we set the base point x as 0 for hyperbolic
embedding. We set L3D = 2 and L = 2. The Adam [18]
optimizer with the initial learning rate 1× 10−3 and weight
decay 5×10−4 is used for training. We train our network for
150 epochs. All the experiments are conducted on either an
NVIDIA RTX 3090 GPU or an NVIDIA RTX A5000 GPU.

4.2. Datasets

Oxford Radar is a large-scale outdoor autonomous driv-
ing dataset [5]. It provides data from multi-modal sensors,
including LiDARs, cameras, Radars, and GPS, but in our
experiments, we use only LiDAR information. It contains
sensor data in the time span of 1 year and a length span of
1000 km. In addition, it covers various seasons and weather
conditions, which thus allows a comprehensive evaluation of
the models. Following [38, 45], we use the same benchmark
data split setting, and we also report the mean translation
rotation error.

vReLoc is an indoor robot dataset [38]. It consists of data
from LiDARs, cameras, depth cameras, and motion trackers.
In our experiments, we use only LiDAR information. It con-
tains both static and dynamic scenarios with people walking
around. Following [38,45], we use the same benchmark data
split setting, and we also report the median translation and
rotation error.

4.3. Main Results

We first compare HypLiLoc with other baselines on the
Oxford Radar dataset. From Table 1, we observe that Hy-
pLiLoc achieves SOTA performance in all metrics. Espe-
cially on the route Full-9, HypLiLoc obtains 3.45 m mean
translation error in the city-wise relocalization task com-
pared to the second best performer PoseSOE with 7.27 m,
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Model Full-6 Full-7 Full-8 Full-9

LiDAR Retrieval PointNetVLAD [34] 28.48 / 5.19 17.62 / 3.95 23.59 / 5.87 13.71 / 2.57

LiDAR Odometry DCP [40] 18.45 / 2.08 14.84 / 2.17 16.39 / 2.26 13.60 / 1.86

Image-based PR

PoseLSTM [35] 26.36 / 6.54 74.00 / 9.85 128.25 / 18.59 19.12 / 3.05
MapNet [15] 48.21 / 6.06 61.01 / 5.85 75.35 / 9.67 44.34 / 4.54
AD-MapNet [16] 18.43 / 3.28 19.18 / 3.95 66.21 / 9.42 15.10 / 1.82
AtLoc+ [36] 17.92 / 4.73 34.03 / 4.01 71.51 / 9.91 10.53 / 1.97
MS-Transformer [33] 11.69 / 5.66 65.38 / 9.01 88.63 / 19.80 7.62 / 2.53

LiDAR-based PR

PointLoc [38] 13.81 / 1.53 9.81 / 1.27 11.51 / 1.34 9.51 / 1.07
PosePN [45] 16.32 / 2.43 14.32 / 3.06 13.48 / 2.60 9.14 / 1.78
PosePN++ [45] 10.64 / 1.78 9.59 / 1.92 9.01 / 1.51 8.44 / 1.71
PoseSOE [45] 8.81 / 2.04 7.59 / 1.94 9.21 / 2.12 7.27 / 1.87
PoseMinkLoc [45] 11.20 / 2.62 14.69 / 2.90 12.35 / 2.46 10.06 / 2.15
HypLiLoc (ours) 6.00 / 1.31 6.88 / 1.09 5.82 / 0.97 3.45 / 0.84

Table 1. Mean translation and rotation error (m/◦) on the Oxford Radar dataset. The best and the second-best results in each metric are
highlighted in bold and underlined, respectively. PR stands for pose regression. HypLiLoc achieves the best performance in all metrics.

Model Seq-05 Seq-06 Seq-07 Seq-14

Image-based PR

PoseLSTM [35] 0.16 / 4.23 0.18 / 5.28 0.24 / 7.05 0.13 / 4.81
MapNet [15] 0.26 / 6.67 0.28 / 6.91 0.39 / 9.17 0.25 / 6.85
AD-MapNet [16] 0.17 / 3.33 0.21 / 3.37 0.24 / 4.38 0.14 / 4.12
AtLoc+ [36] 0.18 / 4.32 0.24 / 5.14 0.26 / 6.04 0.16 / 4.61
MS-Transformer [33] 0.16 / 3.98 0.15 / 3.56 0.18 / 5.32 0.13 / 4.83

LiDAR-based PR

PointLoc [38] 0.12 / 3.00 0.10 / 2.97 0.13 / 3.47 0.11 / 2.84
PosePN [45] 0.12 / 4.38 0.09 / 3.16 0.17 / 3.94 0.08 / 3.27
PosePN++ [45] 0.15 / 3.12 0.10 / 3.31 0.15 / 2.92 0.10 / 2.80
PoseSOE [45] 0.14 / 3.15 0.11 / 2.90 0.15 / 3.06 0.11 / 3.20
PoseMinkLoc [45] 0.16 / 5.17 0.11 / 3.74 0.21 / 5.74 0.12 / 3.64
HypLiLoc (ours) 0.09 / 2.52 0.08 / 2.58 0.13 / 2.55 0.09 / 2.34

Table 2. Median translation and rotation error (m/◦) on the vReLoc dataset. The best and the second-best results in each metric are highlighted
in bold and underlined, respectively. PR stands for pose regression. HypLiLoc achieves the best performance in 7 out of 8 metrics.

which demonstrates the effectiveness of HypLiLoc. In ad-
dition, compared with camera pose regression approaches
that take images as inputs, LiDAR-based ones are gener-
ally more accurate. This verifies that point clouds generated
by LiDARs are a more effective data modality for the re-
localization task. Table 1 also indicates that for large-scale
pose estimation, LiDAR pose regression approaches surpass
both retrieval-based and odometry-based ones, and thus this
approach is promising for many applications.

Note that pose regression approaches can be integrated
into SLAM systems [2,3,21] to achieve even better accuracy
and to perform fast global pose estimating, especially in
cases where a global navigation satellite system is not avail-
able (e.g., indoors and urban areas with dense skyscrapers).

We next test HypLiLoc on the indoor vReLoc dataset
in Table 2, where it achieves SOTA performance in 7 out
of 8 metrics and shows strong competitiveness. We note in
the indoor environment, the LiDAR-based approaches also
generally outperform image-based ones.

Method Mean Error (m/◦) on Full-8

base model 9.78 / 1.99
+ global graph attention 8.91 / 1.74
+ spherical-projection backbone 7.26 / 1.36
+ feature fusion block 6.19 / 1.13
+ learnable metric (full model) 5.82 / 0.97

full model w/o hyperbolic branch 6.57 / 1.19
full model w/o Euclidean branch 6.24 / 1.16

Table 3. Ablation study for different modules on Full-8 route of the
Oxford Radar dataset.

4.4. Analysis

Ablation Study. We provide insights into our design
choices for HypLiLoc by ablating each module. From Ta-
ble 3, every module in our design contributes to the final im-
proved estimation accuracy. Making use of information from
the projected point cloud image and hyperbolic-Euclidean
feature fusion strategy both contribute to more accurate pose
regression outputs.
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#Modalities 3D Sph. BEV Mean Error (m/◦) on Full-8

1
✓ 8.91 / 1.74

✓ 8.94 / 2.18
✓ 9.46 / 2.33

2
✓ ✓ 5.82 / 0.97
✓ ✓ 9.44 / 1.80

✓ ✓ 6.77 / 1.02

3 ✓ ✓ ✓ 6.32 / 1.01

Table 4. Comparison of different projection methods on Full-8 route
of the Oxford Radar dataset. For the single modality, we do not use
the feature fusion block.

Method Mean Error (m/◦) on Full-8

w/o M 6.19 / 1.13
Riemannian 6.34 / 1.28
positive definite 6.18 / 1.13
symmetric 6.02 / 1.24
no constraint 5.82 / 0.97

Table 5. Comparison of different constraints on Full-8 route of the
Oxford Radar dataset.

Different Projection Strategies. We next compare dif-
ferent modality strategies. As shown in Table 4, we first test
the performance using the single modality input, including
the 3D point cloud, the spherical projection, and the BEV
projection. Among them, the 3D and the spherical projection
show similar performances, while the BEV performance is
worse. This verifies our insight that the BEV projection is not
a bijective mapping, and thus less information is retained.

When feeding two modalities, the combination 3D +
spherical surpasses the other two counterparts, which is
our final model choice for HypLiLoc. When we further add
the BEV input, the performance drops instead.

Learnable Matrix M Design. We test the performance
by applying different constraints on the learnable matrix M
in (15). The Riemannian metric, which formulates a positive
definite and symmetric matrix, has the strictest constraints.
However, as shown in Table 5, the Riemannian metric does
not provide performance improvements compared with the
setting without any metric. If we only impose either the
positive definite constraint or the symmetric constraint, the
performance improves. Furthermore, if we exclude all con-
straints and enable the metric to evolve freely, we can achieve
optimal performance.

Computational Time and Storage. We compare LiDAR-
based models that belong to different relocalization pipelines.
As observed in Table 6, regression-based models can op-
erate at least 2 times as fast as both the retrieval-based
and odometry-based approaches. For the runtime memory,
regression-based models need only 1/3 that of retrieval and
odometry methods (less than 7 GB). HypLiLoc can perform
inference at a speed of 48 FPS, which is 4 times as fast as

Model Runtime Runtime
Speed Total Memory

Retrieval PointNetVLAD [34] 11FPS 26GB

Odometry DCP [40] 10FPS 22GB

Regression PointLoc [38] 22FPS 7GB
HypLiLoc (ours) 48FPS 6GB

Table 6. Comparison of the runtime speed and the runtime total
memory of different models.

than the retrieval model and over 2 times as fast as PointLoc.
applications.

PointLoc HypLiLoc (ours)

Figure 4. Trajectory visualization on the Oxford Radar dataset.
The ground truth trajectories are shown in bold blue lines, and the
estimated trajectories are shown in thin red lines.

Visualization. We visualize a typical output pose trajec-
tory of HypLiLoc and PointLoc in Fig. 4. HypLiLoc outputs
a smoother and more accurate pose trajectory compared with
PointLoc.

5. Limitations

Although we have tested the proposed model in a city-
wise dataset, verification of HypLiLoc’s performance in
challenging scenarios (e.g. with noise perturbations and ad-
versarial attacks) is necessary for practical implementations.

6. Conclusion

In this work, we propose HypLiLoc, a novel network for
LiDAR-based pose regression. It achieves effective feature
extraction with global graph attention, hyperbolic-Euclidean
interaction, and modal-specific learning. It achieves SOTA
performance in both outdoor and indoor datasets.
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