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Abstract

As scientific and technological advancements result from
human intellectual labor and computational costs, protect-
ing model intellectual property (IP) has become increas-
ingly important to encourage model creators and owners.
Model IP protection involves preventing the use of well-
trained models on unauthorized domains. To address this
issue, we propose a novel approach called Compact Un-
Transferable Isolation Domain (CUTI-domain), which acts
as a barrier to block illegal transfers from authorized to
unauthorized domains. Specifically, CUTI-domain blocks
cross-domain transfers by highlighting the private style fea-
tures of the authorized domain, leading to recognition fail-
ure on unauthorized domains with irrelevant private style
features. Moreover, we provide two solutions for using
CUTI-domain depending on whether the unauthorized do-
main is known or not: target-specified CUTI-domain and
target-free CUTI-domain. Our comprehensive experimen-
tal results on four digit datasets, CIFARIO & STLI0, and
VisDA-2017 dataset demonstrate that CUTI-domain can be
easily implemented as a plug-and-play module with differ-
ent backbones, providing an efficient solution for model IP
protection.

1. Introduction

The recent success of deep learning models heavily re-
lies on massive amounts of high-quality data, specialized
training resources, and elaborate manual fine-tuning [4, 10,
26,35]. Obtaining a well-trained deep model is both time-
consuming and labor-intensive [22]. Therefore, it should be
protected as a kind of scientific and technological achieve-
ment intellectual property (IP) [5, 50], thereby stimulating
innovation enthusiasm in the community and further pro-
moting the development of deep learning. As shown in
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Figure 1. Model IP protection with our proposed CUTI-domain.
Left: In standard supervised learning (SL), the model owner trains
a high-performance model on the authorized domain (pink square)
and then authorizes a specific user. Authorized users have the right
to use the model on the authorized domain to get the correct pre-
diction. However, a stealer can easily access the model on the
unauthorized domain (blue square), which violates the legitimate
rights and interests of the model owner. Right: Our method con-
structs a CUTI-domain between the authorized and unauthorized
domains, which could block the illegal transferring and lead to a
wrong prediction for unauthorized domains.

Fig. 1, in supervised learning (SL), the model owner uses
the overall features of the authorized domain (pink square)
for training, obtains a high-performance model, and grants
the right to use it to a specific user. Authorized users can
use the model on the authorized domain to obtain correct
predictions. However, since the model is trained with over-
all features, its potential feature generalization region is
large and may cover some unauthorized domains. There-
fore, there is a natural pathway between the authorized do-
main and the unauthorized domain, and the released high-
performance model obtained by SL can be illegally trans-
ferred to the unauthorized domain (blue squares) through
methods such as domain adaptation [30, 51], and domain
generalization [44, 52], to obtain correct prediction results.
This presents a challenge in protecting well-trained models.
One of the most concerning threats raised is “Will releasing



the model make it easy for the main competitor to copy this
new feature and hurt owner differentiation in the market?”
Thus, the model IP protection has been proposed to defend
against model stealing or unauthorized use.

A comprehensive intellectual property (IP) protection
strategy for deep learning models should consider both
ownership verification and applicability authorization [45,
47]. Ownership verification involves verifying who has
permission to use the deep model by embedding water-
marks [37,48], model fingerprint [31], and predefined trig-
gers [14]. The model owner can grant usage permission to
a specific user, and any other users will be infringing on the
owner’s IP rights. However, an authorized user can easily
transfer the model to an unauthorized user, so the model
owner must add special marks during training to identify
and verify ownership. Moreover, these methods are vulner-
able to fine-tuning, classifier retraining, elastic weight con-
solidation algorithms, and watermark overwriting, which
can weaken the model’s protection. On the other hand, ap-
plicability authorization involves verifying the model’s us-
age scenarios. Users with permission can apply the deep
model for the tasks specified by the model owner, and it is
an infringement to use it for unauthorized tasks [45]. How-
ever, users can easily transfer high-performance models to
other similar tasks to save costs, which is a common and
hidden infringement. Therefore, if the performance of the
model can be limited to the tasks specified by the owner
and reduced on other similar tasks, unauthorized users will
lose confidence in stealing and re-authoring the model. To
achieve this, a non-transferable learning (NTL) method is
proposed [45], which uses an estimator with a characteristic
kernel from Reproducing Kernel Hilbert Spaces to approx-
imate and increase the maximum mean difference between
two distributions on finite samples. However, the authors
only considered using limited samples to increase the mean
distribution difference of features between domains and ig-
nored outliers. The convergence region of NTL is not tight
enough. Moreover, the calculation of the maximum mean
difference is class-independent, which reduces the model’s
feature recognition ability in the authorized domain to a cer-
tain extent.

To address the challenges outlined above, we first pro-
pose a novel approach called the Compact Un-Transferable
Isolation (CUTI) domain to prevent illegal transferring of
deep models from authorized to unauthorized domains. Our
approach considers the overall feature of each domain, con-
sisting of two components: shared features and private fea-
tures. Shared features refer to semantic features, while pri-
vate features include stylistic cues such as perspective, tex-
ture, saturation, brightness, background environment, and
so on. We emphasize the private features of the autho-
rized domain and construct a CUTI-domain as a model bar-
rier with similar private style features. This approach pre-

vents illegal transfers to unauthorized domains with new
private style features, thereby leading to wrong predictions.
Furthermore, we also provide two CUTI-domain solutions
for different scenarios. When the unauthorized domain
is known, we propose the target-specified CUTI-domain,
where the model is trained with a combination of autho-
rized, CUTI, and unauthorized domains. When the unau-
thorized domain is unknown, we use the target-free CUTI-
domain, which employs a generator to synthesize unau-
thorized samples that replace the unauthorized domain in
model training. At last, our comprehensive experimen-
tal results on four digit datasets, CIFAR10 & STL10, and
VisDA-2017 demonstrate that our proposed CUTI-domain
effectively reduces the recognition ability on unauthorized
domains while maintaining strong recognition on autho-
rized domains. Moreover, as a plug-and-play module, our
CUTI-domain can be easily implemented within different
backbones and provide efficient solutions.”

2. Related Work
2.1. Model IP Protection

There are currently two main categories of methods for
IP protection, including ownership verification and applica-
bility authorization. For ownership verification, the most
classic method is watermarking embedding [38]. Kurib-
ayashi et al. [25] proposed a quantifiable watermark embed-
ding method, which reduces the variation caused by embed-
ding watermarks. Adi et al. [1] proposed a tracking mech-
anism in a black-box way. However, such watermark em-
bedding approaches have been proved to be susceptible to
some watermark removal and watermark overwriting meth-
ods. In our experiments, a simple watermark is embed-
ded into the model for ownership verification by trigger-
ing mis-classification. Comprehensive experimental results
demonstrate that the proposed CUTI-domain is resistant to
the common watermark removal methods.

Applicability authorization is derived from usage autho-
rization. Usage authorization usually uses a preset private
key to encrypt the whole/part of the network. Only au-
thorized users can obtain the private key and then use the
model. There are many advanced methods for usage au-
thorization. For example, Alam et al. [2]. proposed an
explicit locking mechanism for a lightweight deep neural
network, utilizing S-Boxes with good cryptographic prop-
erties to lock each training parameter of a DNN model.
Without knowledge of the legitimate private key, unautho-
rized access can severely degrade the accuracy of the model.
Song et al. [39] analyzed and calculated the critical weight
of the deep neural network model, and significantly re-
duced the time cost by encrypting the critical weight to lock
the deep neural network model against unauthorized use.

*https://github.com/LyWang12/CUTI-Domain.
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Wang et al. [45] proposed data-based applicability autho-
rization named NTL, which preserves model performance
on authorized data while degrading model performance in
other data domains. Compared to the above, we construct
a new class-dependent CUTI-domain with infinite samples
whose features are more similar with the source domain.
By decreasing the performance of the model on the CUTI-
domain and the target domain, the generalization bound of
the model can be compacter, thereby constraining the model
performance within the authorized source domain.

2.2. Domain Transferring

In practice, domain gaps may arise due to different data
collection scenarios in different domains. Domain adapta-
tion (DA) and domain generalization (DG) are common so-
lutions used to alleviate domain gaps [46, 53]. DA refers
to transferring a model from a labeled source domain to an
unlabeled but relevant target domain where the target do-
main’s data is accessible during the training process [16].
DG differs from DA in that the target domain is inaccessi-
ble during model training [12,49]. DANN [17] s a classic
DA method that introduced a gradient inversion layer and
a domain discriminator to confuse the feature distributions
of the two domains. Subsequently, CDAN [29] further in-
troduced categorical information entropy into the domain
discriminator to alleviate the class mismatch problem. For
DG, Tobin et al. [42] used domain randomization to gen-
erate more training data from simulated environments for
generalization in real environments. Prakash ez al. [34] fur-
ther considered the structure of the scene when randomly
placing objects for data generation, enabling the neural net-
work to learn how to utilize context when detecting objects.
Recently, some methods have been proposed and success-
fully applied to cross-domain applications by seeking an in-
termediate state between the source domain and the target
domain, emphasizing the similarity between domains to im-
prove the model’s transferability [9, 19,20,27,40]. In con-
trast, this paper aims to seek an intermediate state to high-
light the difference between the authorized source domain
and the unauthorized target domain, constraining the feature
transferability of the model and protecting the scientific and
technological achievements IP of the model owner.

3. Methodology

In this section, we first present our proposed CUTI-
domain with the aim of developing a solution that limits the
performance of the model to authorized source domains and
reduces feature recognition capabilities on the unauthorized
target domain. Then, depending on whether the unautho-
rized target domain is known or not, we provide two solu-
tions, target-specified CUTI-domain and target-free CUTI-
domain, for protecting the model IP.

3.1. Compact Un-Transferable Isolation Domain

In the deep neural network model, the overall features
extracted by the feature extractor include two abstract com-
ponents, i.e., semantic features, and style features. Seman-
tic features reflect the structural information of samples and
play a leading role in sample recognition; while style fea-
ture refers to a series of weakly related clues, such as per-
spective, texture, saturation, brightness, and background en-
vironment. For different domains with the same task, se-
mantic features are shared, while style features are private.
Most of the previous DA and DG works have been devoted
to improving feature transferability between domains, i.e.,
strengthening the focus of the model on shared features
while suppressing seemingly disturbing private style fea-
tures. However, to protect the intellectual property of the
model, this paper aims to limit the feature recognition abil-
ity of the model by highlighting private style features of the
source domain through style transfer, thus leading to the
failure of recognition on target domains that contain irrela-
tive private style.

Style transfer techniques suggest that styles are ho-
mogeneous and composed of repeated structural motifs.
Two images can be considered similar in style if the fea-
tures extracted by a trained classifier share the same statis-
tics [23, 43]. First- and second-order statistics are often
used as style features due to their computational efficiency.
These statistics refer to the mean and variance of the ex-
tracted features. On the other hand, semantic features only
contain pure semantic information and exclude any style in-
formation. Similar to [13], the semantic feature fs of the
extracted feature f can be obtained by removing the style
features, as follows:

~ f=ulf)
fs= o) (D

where p(f) and o(f) denote the mean and variance of f.
Furthermore, style can be re-assign by fs-y+ /3, where v and
B are learned parameters. Afterward, Huang er al. [23] fur-
ther explored adapting f to arbitrarily given style by using
style features of another extracted feature instead of learned
parameters.

Drawing inspiration from these ideas, we propose a
novel CUTI-domain design that incorporates style features
from the source domain. Specifically, we randomly extract
style features from the source domain and fuse them with
the overall features of the CUTI-domain, making the private
style features of the CUTI-domain more similar to those of
the source domain. By doing so, we reduce the model’s
ability to recognize features on both the CUTI-domain and
the target domain, thereby implicitly blocking the pathway
between the source and target domains and limiting the
model’s performance to the source domains.

20477



fs fs

¥ gy ¥ gy
3 R — 3 R —
“wh A NG.¢ 2 J

bicycle  bucket o Lomg o bicycle bucket
1
fi fi
o= gl

—— @ = O > l.‘{?.;:f
\ '\ /
bicycle  bottle bicycle  bottle
Figure 2. Illustration of our proposed CUTI-domain generator.
The output feature of the source domain f! and the CUTI-domain
f! in the i-th feature extractor block are sent to the CUTI-domain
generator, and then the mean ;! and variance o of f! is fused with
f¥, so that the private style features of the updated f! are closer
to the feature of source domain f. while the original semantics
features are maintained.

Our CUTI-domain is generated by the CUTI-domain
generator, which is a lightweight, and plug-and-play mod-
ule, as shown in Fig. 2. f! and f! represent the deep features
of the i-th feature extractor block in the source domain and
the CUTI-domain, respectively. First, f! and f! are sent into
CUTI-domain generator in parallel, and then the mean p!
and variance o of f! are calculated according to the chan-
nel as private style features, followed by a 1 x 1 convolution
layer Conv. Next, the u! and ¢! are multiplied and added
channel-wisely by f! as:

Il (f! ® Conv(a')) @ Conv(p'). (2)

As can be seen in Fig. 2, the private style features of updated
f! are closer to those of f!, while retaining its original se-
mantic features. Through continuous computation, CUTI-
domain generators can construct a labeled CUTI-domain
containing a similar private style to the source domain.

3.2. Model IP Protection with CUTI-domain
3.2.1 Target-Specified CUTI-Domain

We first introduce how to utilize our CUTI-Domain with
a given unauthorized target domain. Fig. 3 illustrates the
whole framework trained with our proposed CUTI-domain,
which consists of L feature extractor blocks, L CUTI-
domain generators and a classifier. x4, x; and x; denote
the data of the source domian, CUTI-domain and target do-
main respectively. During training, when epoch = 2e, i.e.,
epoch is equal to an even number, =4 and x; are fed into the
feature extractor blocks in parallel, followed by a CUTI-
domain generator. The classifier at the end of the network
is used to predict the category of the sample, and the pre-
diction results are denoted by p and p;, respectively. When
epoch = 2e + 1, i.e., epoch is equal to an odd number, z
and x; are input into the network parallelly without CUTI-
domain generators, ps and p; denote their predicted results.
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Figure 3. Illustration of the framework trained with our proposed
CUTI-domain. The whole framework consists of L feature extrac-
tor blocks, L CUTI-domain generators, and a classifier. When the
epoch is equal to an even/odd number, samples of the source do-
main x5 and CUTI-domain x; / target domain x; are fed into the
feature extractor block in parallel. ps, p; and p; denote their pre-
diction results.

Based on the designed framework, an alternative loss
function £ according to the epoch is utilized:

_ JEL(psllys) = KL(pilly:), if epoch = 2e, 3)
KL(ps|lys) — KL(pt||ly:), if epoch =2e+1,

where K L(-) stands for Kullback-Leibler divergence. By
reducing the K'L(-) between prediction results and the la-
bels on the source domain, and expanding the K L(-) pre-
diction results and the labels on the CUTI-domain/target
domain, the feature recognition ability of the model in the
source domain can be gradually improved, and the ability in
the CUTI-domain/target domain can be gradually reduced,
thus effectively constrain the performance of the model
within authorized source domains for IP protection. Finally,
we summarize the strategy of our proposed target-specified
CUTI-domain in Algorithm 1.

During training, we initialize the CUTI-domain with the
target domain training set, and feed data of source domain
training set x;, CUTI-domain x;, and target domain train-
ing set x; into the network in parallel to train the model as
in Algorithm 1. At test time, model performance is evalu-
ated on the source domain test set and the target domain test
set. In an ideal situation, the model can maintain high sam-
ple recognition ability on the authorized source domain, but
achieve poor performance on the unauthorized target do-
main.

3.2.2 Target-Free CUTI-Domain

Sometimes, the unauthorized target domain is unknown. In
this case, we cannot directly feed the target domain and
CUTI-domain into the network for model training. To solve
this, a synthesized target domain could be utilized. For ex-
ample, Wang et al. [45] designed a GAN-based method by
freezing parameters to generate synthesized samples in dif-
ferent directions in place of the target domain train set. Al-
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Algorithm 1 Target-Specified CUTI-Domain.

Require: The source domain x5, CUTI-Domain x;, the tar-
get domain x;, number of feature blocks L, the model
parameters 6.

1: Initialize CUTI-domain with the target domain.

2: For epoch = 1to Mazcpochs do

3: If epoch = 21 + 1 do

4: Calculate the output of g, z; in the [-th
feature block: f., .
For ! =1to L do

Update f! according to Eq. (2).
End For
If epoch = 2 do

Calculate the output of =g, x4 in the [-th
feature block: f., fl.

10: Update model parameters 6 by Eq. (3).

11: End For

12: Return model parameters 6.

R A

though their method is able to generate high-quality synthe-
sized samples, the direction of the generator is specified and
there are certain omissions. Huang ef al. [23] designed an
adaptive instance normalization (AdalN) method based on
GAN, which can generate synthesized images with a spe-
cific style for a content image.

To take full advantage, we add Gaussian noise to AdaIN
to obtain synthesized samples with random styles. Finally,
we mix the synthesized samples generated by the above
two methods (e.g., GAN and AdalN) to replace the target
domain training set and initialize the CUTI-domain. The
framework is consistent with the target-specified CUTI-
domain and the training process is detailed in the Appendix.
During testing, the model is evaluated on source domain test
set and other unknown domain with the same task. Our goal
is not to design GANS to generate high-quality synthesized
images, but to evaluate the ability of CUTI-domain to block
illegal feature transfer in the context of synthesized images.
We still focus on reducing the feature recognition ability of
the model on unauthorized target domains and maintaining
it on the authorized source domains.

4. Experiment
4.1. Implementation Details

We evaluate our method on seven popular DA/DG
benchmarks, i.e., MNIST (MT) [11], USPS (US) [24],
SVHN (SN) [32] and MNIST-M (MM) [18] are commonly
used digit datasets, containing ten digits from O to 9 ex-
tracted from vary scenes; CIFAR10 [3] and STL10 [&] are
all ten-class classification datasets. We follow the proce-
dure of French et al. [15] to process the dataset such that the
correspondence between them holds. VisDA-2017 [33] is a

Synthetic-to-Real dataset containing training (T) and vali-
dation (V) sets from 12 categories. Following the general
setup, we adopt accuracy (%) as the performance metric of
each task.

For tasks with different complexity, different backbones
are adopted to compare with the method proposed by
Wang (NTL) et al. [45]. We used VGG-11 [36] for digit
datasets, VGG-13 [36] for CIFAR10 and STL10, and VGG-
19 [36] for VisDA. Since VGG contains five feature extrac-
tor blocks, L is set to 5 in this paper, and CUTI-domain
generator is deployed after each max-pooling layer in the
block. Pre-trained models are used for all backbones for a
fair comparison. The implementation of our comprehensive
experiments is based on the public platform Pytorch and an
NVIDIA GeForce RTX 3090 GPU with 24GB of memory.
The batch size for each domain is set to 32.

4.2. Result of Target-Specified CUTI-Domain

We selected one as the source domain and one as the
target domain from the digital datasets of four different
domains, and constructed 16 transfer tasks, as shown in
Table 1. The left of = represents the accuracy of the
model trained on the source domain dataset using super-
vised learning (SL), and the right of = is the accuracy of
CUTI-domain. CUTI source/target drops represent the drop
(relative drop) of the proposed CUTI-domain in the source
and target domains, respectively. As can be seen, the av-
erage drop of CUTI-domain on the target and source do-
mains is 55.94 (84.94%) and 0.13 (0.13%), respectively.
The last two columns represent the average performance
degradation of NTL with values of 46.48 (76.34%) and
1.30 (1.39%), respectively. Compared with NTL, the de-
cline of CUTI-domain in the target domain is higher, and
the negative impact on the source domain is smaller. It can
be inferred that CUTI-domain can better reduce the sample
recognition ability of the model for the target domain, and
the decreases on the source domain are slight.

Fig. 4 shows the results on CIFAR10 — STL10, STL10
— CIFAR10 and T — V. The bars with different colors in
each subgraph represent the accuracy of the corresponding
method in the source domain, the accuracy in the target
domain, and the degradation (relative degradation) of the
model performance, respectively. Where the results of NTL
are reproduced by its source code to obtain comparable ex-
perimental data. SL has the largest generalization region,
resulting in the highest classification accuracy on the tar-
get domain. By blocking the pathway with model locker,
we observe successful target domain reduction in accuracy
for NTL and CUTI-domain, with higher degradation than
SL. Meanwhile, regardless of the task, the degradation of
CUTI-domain is higher than that of NTL, indicating that
CUTI-domain can better compress the generalization region
of the model.
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Table 1. The accuracy (%) of target-specified CUTI-domain on digit datasets. The left of ‘=" represents the accuracy of the model trained
on the source domain dataset with SL, and the right of ‘=" is the accuracy of CUTI-domain. CUTI source/target drop represent the average
degradation (relative degradation) of the proposed CUTI-domain relative to SL on the source/target domains. NTL source/target drop is
calculated from the original paper. The bold numbers indicate the best performance.

CUTI CUTI NTL NTL
Source/Target MT us SN MM Source Target Source Target
Dropl Drop?T Dropl Drop?
MT 99.2=99.1 980= 6.7 382= 56 678= 87 0.10(0.10%) 61.00(88.56%) 1.00(1.01%) 46.57 (75.60%)
Us 92.6=10.0 99.7=199.6 255= 6.8 41.2= 84 0.10(0.10%) 44.70 (80.72%) 1.00(1.00%) 38.67 (75.55%)
SN 66.7= 92 705= 6.7 91.2=909 34.6=109 0.30(0.33%) 48.33(81.73%) 1.10(1.23%) 40.60 (77.25%)
MM 984= 95 884= 68 463= 7.6 954=954 0.00(0.00%) 69.73(88.75%) 2.10(2.30%) 60.10 (76.95%)
Mean / / / / 0.13 (0.13%) 55.94 (84.94%) 1.30(1.39%) 46.48 (76.34%)
CIFAR—STL STL—CIFAR T-V
cutr %39 o5 pEE 7+ cuTl %68 101 i 757 CUTI 949 o2l 857
(88.68%) (88.36%) (90.31%)
NTL 782 I s NTL 799 69.9 NTL 29 I ;-
oo | (87.21%) o (87.48%) 92 M (90.10%)
sL 853 s il 21! (24 65%) SL 876 0L S B 305 (35.16%) sp 938 365 pmmm I 5

Source ™ Target ®Drop

Source ™ Target ®Drop

(61.90%)
Source ™ Target ®Drop

Figure 4. The accuracy (%) of SL, target-specified NTL and target-specified CUTI-domain on CIFAR10, STL10 and VisDA-2017. The left
of ‘=’ represents the source domain and the right of ‘—’ is the target domain. The bars with different colors in each subgraph represent
the accuracy of the corresponding method in the source domain, the target domain, and the degradation (relative degradation) of the model
performance, respectively. The data of NTL is obtained by reproducing its source code.

Table 2. The accuracy (%) of ownership verification by SL and CUTI-domain. FTAL [1], RTAL [1], EWC [6], AU [6] and Overwriting are
state-of-the-art watermark removal methods. Avg drop represents the average degradation of the test dataset with watermark patch relative
to test dataset without a watermark patch. The bold numbers indicate the best performance.

Source Training Methods Watermark Removal Approaches on CUTI Avg Dropt
without SL CUTI FTAL [1] RTAL [1] EWC [6] AU [6] Overwriting CUTI NTL
Patch | [Test w/o Watermark (%)] [Test w/o Watermark (%)]
MT 99.0/99.3 11.3/99.1 | 9.0/1000 9.4 /100.0 9.7/100.0 9.0/100.0 9.4 /96.2 89.9 884
[N 99.8/99.8 7.7/99.8 | 80/1000 87/100.0 9.4 /1000 9.4 /100.0 8.7/98.6 90.9 857
SN 91.3/923 99/92.1 9.4/983 139/ 97.6 10.8/100.0 87/100.0 104 /958 | 87.7 79.0
MM 96.6/96.0 16.8/96.0 | 143 /954 240/ 98.6 14.6/100.0 14.6/100.0 149/958 | 815 773
CIFAR | 833 /751 10.7/86.8 | 149/979 149/ 938 149/100.0 9.4 /972 167/903 | 817 74.6
STL 87.9/932 22.0/882 | 20.0/969 264 /938 13.9/1000 229/ 941 21.2/89.6 | 740 74.0
VisDA | 93.6 /922 13.1/94.1 | 150/955 20.5/ 951 153/100.0 219/ 951 194/962 | 780 768
Mean | / / \ / / / / / | 834 794

4.3. Result of Ownership Verification

In this section, we conduct ownership verification of

model by triggering classification errors. Specifically, we
add a regular backdoor-based model watermark patch on the
authorized source domain dataset followed by NTL [45],
and treat the processed source domain as the new unau-
thorized target domain. The model classification accuracy
of SL and CUTI-domain on the authorized source domain
without watermark patch and the unauthorized target do-
main with watermark patch are shown in Table 2. As shown

in the second and third columns in the table, for SL, there
is little difference in the accuracy before and after embed-
ding the watermark patch, so the model is not sensitive to
the watermark patch. While for CUTI-domain, after water-
mark patch embedding, the accuracy on unauthorized tar-
get domain is greatly reduced, and this difference in perfor-
mance can be used to verify the ownership of the model. In
addition, we also test the robustness of CUTI-domain us-
ing FTAL [1], RTAL [1], EWC [6], AU [6] and watermark
overwriting, which are state-of-the-art model watermark re-
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Table 3. The accuracy (%) of target-free CUTI-domain on digit datasets. The left of ‘= represents the accuracy of the model trained on
the source domain dataset with SL, and the right of ‘=" is the accuracy of CUTI-domain. CUTI source/target drop represent the average
degradation (relative degradation) of the proposed CUTI-domain relative to SL on the source/target domains. The data of NTL is obtained
by reproducing its source code. The bold numbers indicate the best performance.

CUTI CUTI NTL NTL
Source/Target MT usS SN MM Source Target Source Target
Dropl Drop? Dropl Drop?
MT 99.2=988 980= 6.7 382= 6.7 67.8=13.1 0.40(0.40%) 59.17(85.43%) 0.70(0.71%) 57.30 (84.06%)
us 926= 9.1 99.7=99.7 99.1=1255 68= 85 0.60(0.60%) 44.97(80.96%) 0.60 (0.60%) 42.90 (74.71%)
SN 66.7=119 705=143 91.2=2887 346=13.6 2.50(2.74%) 44.00(74.19%) 3.20(3.51%) 41.53 (64.09%)
MM 984 =196 884= 68 463= 95 954=0951 0.30(0.31%) 65.73(83.96%) 2.00(2.10%) 63.03 (77.62%)
Mean / / / / 0.95 (1.02%) 53.47 81.13%) 1.63 (1.73%) 51.19 (75.12%)
CIFAR—STL STL—CIFAR T-V
cutt 81 14.0 -_ 71.1 cutt 87 133 -_ 72.4 cutt 42 226 -_7]-6
: (83.55%) : (84.48%) (76.01%)
NTL 70 S B 4. NTL 776 120 i o7 NTL %3 235 e 53
! (55.19%) : (83.38%) (74.44%)
SL % gy il 211 (2465%) SL 570 s Bl 303 G316 SLOVE TS N 595
(61.90%)

Source ™ Target ®Drop

Source ™ Target ® Drop

Source M Target ® Drop

Figure 5. The accuracy (%) of SL, target-free NTL and target-free CUTI-domain on CIFAR10, STL10, and VisDA-2017. The left of
‘—’ represents the source domain and the right of ‘— is the target domain. The bars with different colors in each subgraph represent the
accuracy of the corresponding method in the source domain, the target domain, and the degradation (relative degradation) of the model
performance, respectively. The data of NTL is obtained by reproducing its source code.

moval methods. For a fair comparison, the settings of these
watermark removal methods are all consistent with NTL.
The last two columns of Table 2 are the drop in accuracy
for watermarked versus un-watermarked data. It can be ob-
served that both CUTI-domain and NTL can effectively re-
sist the attack of watermark removal method, and the per-
formance of CUTI-domain is about 4% higher.

4.4. Result of Target-free CUTI-Domain

As detailed in Section 3.3.2, when the target domain is
unknown, we use synthesized samples to replace the target
domain training set, and use other unknown domain datasets
as the target domain test set, as shown in Table 3 and Fig. 5.
For a fair comparison, the data of NTL is obtained by repro-
ducing its source code. It can be observed that the average
drop of CUTI-domain on the target domain is higher than
that of NTL, and the drop on the source domain is lower, in-
dicating better IP protection ability of our proposed CUTI-
domain on unauthorized domains.

Fig. 5 shows the results for CIFAR10 — STL10, STL10
— CIFAR10 and T — V. Where the results of NTL are re-
produced by its source code to obtain comparable experi-
mental data. Consistent with the previous text, the degra-
dation of CUTI-domain and NTL are higher than SL, and
CUTI-domain is the highest, which implies that CUTI-
domain can better compress the generalization region of
the model. Meanwhile, considering the complexity of the

VisDA-2017 dataset, it is more difficult to extract represen-
tative features to build CUTI-domain, so the drop of T — V
of CUTI-domain is only slightly higher than NTL.

4.5. Result of Applicability Authorization

In this section, we validate the applicability of model by
restricting its generalization ability to the authorized source
domain. Specifically, similar to section 4.3, we add an au-
thorized watermark patch on the source domain as a new
authorized source domain training set. Then the original
source domain, synthesized samples, and synthesized sam-
ples with authorized watermark patches are mixed as the
unauthorized target domain training set. During testing,
other unknown domains are used as the test set. The ex-
perimental results of CUTI-domain are shown in Table 4,
where the results of NTL are reproduced by its source code.
It can be observed that the model performs better on the
source domain with authorized watermark patch, but per-
forms poorly on other unknown domains with or without
watermark patch. This is consistent with our expectation
that the generalization ability of the model is restricted to
the source domain with the authorized watermark patch.
Meanwhile, the average drop rate of our proposed CUTI-
domain is 83.75 (84.27%), which is higher than NTL with
81.03 (81.81%). This is mainly because NTL directly uti-
lizes the limited features of the source and target domains
for distance maximization, while we construct a CUTI-
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Table 4. The accuracy (%) of applicability authorization on digit datasets, CIFAR10, STL10 and VisDA-2017. CUTI authorized/other
domain represent the average accuracy of CUTI-domain on the authorized/other domain, CUTI drop denote the degradation (relative
degradation). The results of NTL are reproduced by its source code. The bold numbers indicate the best performance.

Source . . CUTI CUTI CUTI NTL NTL NTL
with Test with Path(%) Test without Path(%) Authorized Other Drop Authorized Other Drop
Path MT us SN MM | MT US SN MM | DomainT Domain) T DomaintT  Domain| T
MT 100.0 143 17.6 129 | 103 8.6 183 14.1 100.0 13.7 86.27(86.27 %) 99.8 14.5 85.31(85.49%)
UsS 96 992 149 107 | 102 6.7 86 10.6 99.2 10.2 89.01(89.73%) 98.5 13.3 85.20(86.50%)
SN 10.8 13,5 99.1 230 | 96 92 17.7 89 99.1 13.2 85.86(86.64 %) 99.3 15.8 83.51(84.10%)
MM 8.9 9.1 150 99.5 | 100 9.1 119 259 99.5 12.8 86.66(87.09%) 99.5 14.0 85.49(85.92%)

CIFAR STL CIFAR STL /

CIFAR 97.9 925 3.1 1.6 97.9 224 75.50(77.12%) 97.5 246  72.90(74.77%)

STL 29.0 99.9 13.3 15.2 99.9 19.2 80.73(80.81%) 98.6 20.5 78.10(79.21%)
T \Y T \Y /
T 100.0 229 20.3 10.1 100.0 178 82.23(82.23%) 100.0 233 76.70(76.70%)

Mean / 99.4 155  83.75(84.27%) 99.0 180  81.03(81.81%)

domain with infinite samples similar to the source domain, 60.0 12.0 0 o
whose generalization boundary is more compact, and thus 49.5 9897 499198 950

the model IP protection ability is stronger.
4.6. Ablation Study

Backbone: In this section, we verify the ability of
IP protection of CUTI-domain combined with other back-
bones on the VisDA-2017 dataset. As shown in the left
of Fig. 6, compared with SL, CUTI-domain can further
reduce the recognition ability on the target domain when
implemented with VGG-19 [36], ResNet-34 [21], Incep-
tionv3 [41], Xception [7] and SWIM [28], Meanwhile, the
accuracy of the CUTI-domain on target domain is lower
when combined with Xception [7] and SWIM [28], since
they have stronger feature extraction ability on complex
datasets than VGG-19 [36], ResNet-34 [21] and Incep-
tionv3 [41], lead to building a CUTI-domain that is more
similar to the source domain, thus better compacting the
model performance within the source domain, implying
stronger model IP protection ability.

Loss Function: We further explore the contribution of
various parts of our proposed alternative loss function £ in
Eq. (3). The variants of £ are designed as:

L1 = KL(ps|lys) — KL(pe||ye), “4)
Ly = KL(ps|lys) — KL(pi|ly:), (5)
L3 = KL(ps|lys) — KL(pe||lye) — KL(pillyi)-  (6)

We validate the performance of different loss function vari-
ants on three random tasks, as shown in the right of Fig. 6.
Due to the different complexity of the datasets, the difficul-
ties of feature extraction and CUTI-domain construction are
varying. On datasets with simple features (i.e., MT — SN),
L performs better, while on slightly more complex datasets,
L only slightly outperforms other loss functions. It can be
seen that the accuracy scores of different loss function vari-
ants on the target domain are relatively close, and £ has the
lowest accuracy on each dataset, implying the validity of
our proposed alternative loss function L.

50.0 10.0

402
400 365 8.0
300 263 6.0
219
20,0 40
10.0 8.7 20
I I I 10 08
0.0 - = 00

VGG ResNet Inception Xception SWIM MT—SN  CIFAR—STL T—

SL mCUTI ®mProposed L, L, © L3

Figure 6. Left: The accuracy (%) of SL and target-specified
CUTI-domain combined with different backbones on VisDA-
2017. Right: The accuracy (%) of SL and target-specified CUTI-
domain with different loss functions on three random tasks.

5. Conclusion

In the field of artificial intelligence, protecting well-
trained models as a form of IP poses challenges. To address
this issue, we propose a novel CUTI-domain that acts as
a barrier to constrain model performance to authorized do-
mains. Our approach involves creating an isolation domain
with features similar to those in the authorized domain, ef-
fectively blocking the model’s pathway between authorized
and unauthorized domains and leading to recognition fail-
ure on unauthorized domains with new private style fea-
tures. We also offer two versions of the CUTI-domain, e.g.,
target-specified and target-free, depending on whether the
unauthorized domain is known. Our experimental results on
seven popular cross-domain datasets demonstrate the effi-
cacy of our lightweight, plug-and-play CUTI-domain mod-
ule. We hope that our work could promote the research of
model IP protection and security, which should be taken se-
riously in real-world applications.
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