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Abstract

The missing modality issue is critical but non-trivial to
be solved by multi-modal models. Current methods aim-
ing to handle the missing modality problem in multi-modal
tasks, either deal with missing modalities only during eval-
uation or train separate models to handle specific missing
modality settings. In addition, these models are designed
for specific tasks, so for example, classification models are
not easily adapted to segmentation tasks and vice versa. In
this paper, we propose the Shared-Specific Feature Mod-
elling (ShaSpec) method that is considerably simpler and
more effective than competing approaches that address the
issues above. ShaSpec is designed to take advantage of all
available input modalities during training and evaluation
by learning shared and specific features to better represent
the input data. This is achieved from a strategy that relies
on auxiliary tasks based on distribution alignment and do-
main classification, in addition to a residual feature fusion
procedure. Also, the design simplicity of ShaSpec enables
its easy adaptation to multiple tasks, such as classification
and segmentation. Experiments are conducted on both med-
ical image segmentation and computer vision classification,
with results indicating that ShaSpec outperforms competing
methods by a large margin. For instance, on BraTS2018,
ShaSpec improves the SOTA by more than 3% for enhanc-
ing tumour, 5% for tumour core and 3% for whole tumour.1

1. Introduction
Recently, multi-modal learning has attracted much atten-

tion by research and industry communities in both computer
vision and medical image analysis. Audio, images and short
videos are becoming common types of media being used
for multiple types model prediction in many different appli-

1This work received funding from the Australian Government through
the Medical Research Futures Fund: Primary Health Care Research Data
Infrastructure Grant 2020 and from Endometriosis Australia. G.C. was
supported by Australian Research Council through grant FT190100525.

cations, such as sound source localisation [6], self-driving
vehicles [32] and vision-and-language applications [28,33].
Similarly, in medical domain, combining different modali-
ties to improve diagnosis accuracy has become increasingly
important [9, 29]. For instance, Magnetic Resonance Imag-
ing (MRI) is a common tool for brain tumour detection,
which does not depend only on one type of MRI image, but
on multiple modalities (i.e. Flair, T1, T1 contrast-enhanced
and T2). However, the multi-modal methods above usu-
ally require the completeness of all modalities for train-
ing and evaluation, limiting their applicability in real-world
with missing-modality challenges when subsets of modali-
ties may be missing during training and testing.

Such challenge has motivated both computer vision [20]
and medical image analysis [5, 8, 13, 25] communities to
study missing-modality multi-modal approaches. Wang et
al. [31] proposed an adversarial co-training network for
missing modality brain tumour segmentation. They specif-
ically introduced a “dedicated” training strategy defined by
a series of independent models that are specifically trained
to each missing situation. Another interesting point about
all previous methods is that they have been specifically de-
veloped either for (computer vision) classification [20] or
(medical imaging) segmentation [5, 8, 13, 25, 31], making
their extension to multiple tasks challenging.

In this paper, we propose a multi-model learning with
missing modality approach, called Shared-Specific Feature
Modelling (ShaSpec), which can handle missing modali-
ties in both training and testing, as well as dedicated train-
ing and non-dedicated training2. Also, compared with pre-
viously models, ShaSpec is designed with a considerably
simpler and more effective architecture that explores well-
understood auxiliary tasks (e.g., the distribution alignment
and domain classification of multi-modal features), which
enables ShaSpec to be easily adapted to classification and
segmentation tasks. The main contributions are:

• An extremely simple yet effective multi-modal learn-
2Non-dedicated training refers to train one model to handle different

missing modality combinations.

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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ing with missing modality method, called Shared-
Specific Feature Modelling (ShaSpec), which is based
on modelling and fusing shared and specific features to
deal with missing modality in training and evaluation
and with dedicated and non-dedicated training;

• To the best of our knowledge, the proposed ShaSpec is
the first missing modality multi-modal approach that
can be easily adapted to both classification and seg-
mentation tasks given the simplicity of its design.

Our results on computer vision classification and medi-
cal imaging segmentation benchmarks show that ShaSpec
achieves state-of-the-art performance. Notably, com-
pared with recently proposed competing approaches on
BraTS2018, our model shows segmentation accuracy im-
provements of more than 3% for enhancing tumour, 5% for
tumour core and 3% for whole tumour.

2. Related Work
2.1. Multi-modal Learning Models

Multi-modal learning has attracted increasing attention
from the research community. In medical image analysis,
Dou et al. [9] introduced the chilopod-shaped architecture
that optimised through modality-dependent feature normal-
isation and a knowledge distillation objective. From a dif-
ferent viewpoint of combining the uncertainty measurement
with multi-modal learning, pixel-wise coherency [22] has
been used for multi-modal learning through the optimisa-
tion of low-rank covariance metrics. Han et al. [12] de-
signed a trusted multi-view classifier by adopting Dirich-
let distribution to model the multi-modal uncertainties and
fusing features via Dempster’s rule. Wang et al. [29] in-
troduced an uncertainty-aware multi-modal learning model
through cross-modal random network prediction.

In computer vision, Wang et al. [30] combined the idea
of channel exchanging and multi-modal learning to fuse
features. On video/audio classification and retrieval tasks,
Patrick et al. [23, 24] proposed a self-supervised learn-
ing method to train multi-modal models on extra data,
which significantly improved model performance. Chen
et al. [6] designed a model to improve video-and-sound
source localisation accuracy by defining a trusted tri-map
middle-ground. Jia et al. [15] proposed a model for multi-
view learning by constraining the view-specific features
to be orthogonal towards view-shared ones. Despite pro-
viding some improvement over previous approaches, such
an orthogonality constraint is fairly strong and not well-
motivated by classification/segmentation objectives, so it
may hamper the model’s ability to learn semantically rich
representations. The methods above achieve promising re-
sults under the completeness assumption of full modalities.
However, in real-world scenarios a subset of modalities may

not be available during training and evaluation.
Feature disentanglement methods [17, 18] aim to model

the factors of data variations by learning representations
that are modular (each latent dimension denotes a genera-
tive factor) and informative (representation has all genera-
tive factors) properties. Although our learned shared and
specific features are also designed to be modular and in-
formative, we do not aim to perform image (or other in-
put data) reconstruction (i.e., the ShaSpec does not have
any generative model) since we only target the learning of
optimal representations for the classification and segmen-
tation tasks. This lack of generative requirements signifi-
cantly simplifies the training of our ShaSpec. Also, Jia et
al.’s [15] method that learns shared and specific features is
based on an arbitrary orthogonality criterion to de-correlate
the features, which may not be the optimal way of learning
modality-specific and modality-robust features. We argue
that an optimisation function learns shared features through
multi-modal feature distribution alignment and specific fea-
tures via modality classification will likely lead to better
performance. An important note about the multi-modal ap-
proaches above is that they have been specifically designed
for specific tasks, and their adaptation from classification to
segmentation, or vice versa, is not straightforward and has
not actually been implemented.

2.2. Addressing Missing Modality in Multi-modal
Learning

To overcome the missing modality issue in multi-modal
learning, many methods have been developed. In com-
puter vision, Ma et al. [20] proposed the SMIL model to
deal with missing modality with a meta-learning algorithm
that reconstructs the features of the missing modality data.
Yin et al. [34] aimed to learn a unified subspace for in-
complete and unlabelled multi-view data. In medical im-
age analysis, Havaei et al. [13] developed a model called
HeMIS to handle missing modalities by adopting statis-
tical features (mean and variance) for decoding. Dorent
et al. [8] extended the HeMIS model with a multi-modal
variational auto-encoder (MVAE) that produces pixel-wise
classifications based on mean and variance features. Simi-
larly, auto-encoder structures have been adopted to recon-
struct the missing modalities in a unsupervised learning
scheme [4, 26]. Multiple approaches [14, 25, 31] proposed
the learning of missing modality features from full modal-
ity models to improve the embeddings. Zhang et al. [35] in-
troduced a vision transformer architecture for multi-modal
brain tumour segmentation that aims to fuse features from
all modalities into a set of comprehensive features.

The aforementioned models are mainly focused on re-
constructing the missing modalities/features or introducing
sophisticated architectures to solve missing modality prob-
lem. However, all of them neglect an essential point to

15879



x(") Specific
Encoder

Shared
Encoder

fθproj

Decoder y

Domain 
Classification 

Objective

x($)

x(%)

Distribution
Alignment 
Objective

. . .

. . .

. . . . . .

Skip Connection

Skip Connection

Skip Connection

s(")

s($)

s(%)

𝐫($)

𝐫(")

𝐫(%)

. . .

. . .

. . .

. . .

𝐟(")

𝐟($)

𝐟(%)

Residual Fusion 
Procedure

Prediction 
Objective

Specific
Encoder

Specific
Encoder

label

fθproj

fθproj

. . .

Figure 1. Full-modality training and evaluation of ShaSpec. All modalities {x(i)}Ni=1 ∈ M are passed through one shared encoder
and individual specific encoders to produce the shared features {r(i)}Ni=1 and specific features {s(i)}Ni=1, respectively. Then, in a residual
learning manner, the shared and specific features are fused with a linear projection fθproj(·) to get the fused features {f (i)}Ni=1 for decoding.
The dashed blue arrows indicate different objective functions.

tackle the missing modality challenge: how to learn the
shared (i.e., modality-robust) and specific (i.e., modality-
specific) features for optimisation of the model perfor-
mance. Chen et al. [5] explored this direction and proposed
a feature disentanglement and gated fusion model, called
Robust-Mseg, for missing modality multi-modal segmen-
tation. However, empirically, the algorithm faces unstable
performance when tested on different missing modality sce-
narios, which we argue is caused by the high complexity of
the model. Additionally, Robust-Mseg trained the appear-
ance code just for the reconstruction of different modalities,
which is weakly linked to the segmentation task. Moreover,
from an implementation perspective3, the appearance code
generation of the model proposed by [5] contains no miss-
ing modality drop and always requires full modality inputs,
so it cannot handle missing data in training. Similarly to the
multi-modal problem, when dealing with missing modal-
ity, methods are designed specifically for classification or
segmentation and do not generalise to both tasks, which ex-
plains the lack of methods that can handle both tasks.

Our ShaSpec addresses the issues listed above with a
model of rather simple but effective architecture. It achieves
the goal by learning shared and specific features not only
via the main task, but also with a distribution alignment
and a domain classification tasks. The shared and spe-
cific features that contain rich information associated with
the main task are finally fed into a decoder for prediction,
which can be either classification or segmentation. Also,

3According to the official released code of [5] from https://
github.com/cchen-cc/Robust-Mseg.

our model can handle missing modalities in training/testing
and dedicated/non-dedicated missing modality training.

3. Methodology
3.1. Overall Architecture

Let us represent the N -modality data with Mj =

{x(i)
j }Ni=1, where x

(i)
j ∈ X denotes the jth data sample

and the superscript (i) indexes the modality. To simplify
the notation, we omit the subscript j when that information
is clear from the context. The label for each set M is repre-
sented by y ∈ Y , where Y represents the space for segmen-
tation maps or classification categories. The model consists
of a shared encoder denoted by fθsha : X → R, specific
encoders represented by f

(i)
θspec : X → S for i ∈ {1, ..., N},

a feature projection layer fθproj : R × S → F and a de-
coder fθdec : FN → Y . As shown in Fig. 1 and Fig. 2,
the architecture suffers slight modifications while training
and evaluating with full modalities or missing modalities.
Please note that the ShaSpec model works for segmentation
and classification, but the decoder in Fig. 1 and Fig. 2 only
works for segmentation. For classification, the fused fea-
tures are fed into fully connected (FC) layers. Below, we
explain the evaluation and training processes with full and
missing modalities. The methodology works for both dedi-
cated and non-dedicated training.

3.2. Evaluation with Full and Missing Modalities

As shown in Fig. 1, in full modality training/evaluation,
the process starts with the shared and specific branches run-

15880



x(")

x($)

. . .

. . .

Skip Connection

Skip Connection

𝐬(")

𝐬($)

𝒓(")

𝐫($)

. . .

𝐟(")

𝐟(%)

𝐟($)

Missing Modality 
Feature Generation

𝐟(%)

. . .

. . .

. . .

Shared
Encoder

Specific
Encoder

Specific
Encoder

Distribution
Alignment 
Objective

fθproj

fθproj

Domain 
Classification 

Objective

Decoder y

Prediction 
Objective

label

. . .

Figure 2. Missing-modality training and evaluation of ShaSpec. Without losing generality, we assume x(n) is missing, where n can be
1, 2, ..., N . For available modalities x(1), ...,x(n−1),x(n+1), ...,x(N), the shared-specific fused features f (1), ..., f (n−1), f (n+1), ..., f (N)

are extracted in the same way as in full modality. But for the missing modality data x(n), the fused features f (n) are generated from
available shared features r(1), ..., r(n−1), r(n+1), ..., r(N) via a missing modality feature generation process. The dashed blue arrows
indicate different objective functions.

ning in parallel, with

r(i) = fθsha(x(i)), and s(i) = f
(i)
θspec(x

(i)), (1)

for i ∈ {1, ..., N}. Then, in residual fusion procedure, the
shared and specific features are concatenated at the input of
the projection layer, whose output is added as a residual to
the shared features to form the semantically rich modality
embedding, as follows:

f (i) = fθproj(r(i), s(i)) + r(i). (2)

The final decoder then takes all embeddings to produce the
output, with

ỹ = fθdec(f (1), ..., f (N)), (3)

where ỹ ∈ Y . The intuition of the model above is
that after extracting shared and specific features from each
modality, the specific features {s(i)}Ni=1 present modality-
heterogeneous representations, while the shared features
{r(i)}Ni=1 capture the consistent features among modalities.

When a subset of the input modalities is missing, then
the model architecture changes, as shown in Fig. 2. With-
out loss of generality, let us assume that the nth modality
x(n) ∈ M is missing. For all other available modalities that
are not missing, i.e., {x(i)}Ni=1,i̸=n, the process to extract
{f (i)}Ni=1,i̸=n is the same as with the full modality in (1),
but for the missing modality data, we directly generate the
embedding f (n) from the other available modalities via a
missing modality feature generation process, defined by

f (n) =
1

N − 1

N∑
i=1,i ̸=n

r(i). (4)

The model output is then produced with the decoder
in Eq. (3). When we have more than one, but less than N
missing modalities, we simply generate their features from
the ones available using Eq. (4) and adapting the factor 1

N−1
before summation.

3.3. Training with Full and Missing Modalities

For the model training, besides optimising for the main
task (segmentation or classification), we introduce two aux-
iliary tasks, domain classification and distribution align-
ment, for the learning of the specific and shared feature rep-
resentations, respectively.

3.3.1 Domain Classification Objective

Inspired by the domain adaptation technique from [10], we
propose to adopt the domain classification objective (DCO)
for the specific feature learning. The intuition is that if the
specific features from a certain modality can be used to clas-
sify its domain (e.g., in brain tumour segmentation the do-
mains can be Flair, T1, T1 contrast-enhanced or T2), then
these specific features should contain valuable information
that is specific for that modality. For domain classification,
the cross-entropy (CE) loss is used for all available modali-
ties. Formally, we have:

ℓdco(D, θspec, θdco) = −
|D|∑
j=1

N∑
i=1

(t(i))⊤ log(fθdco(s
(i)
j )),

(5)
where t(i) ∈ {0, 1}N is the one-hot modality label with 1 at
ith position and 0 elsewhere, s(i)j denotes the ith modal-
ity specific feature of the jth training sample computed
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from Eq. (1) (note that i ∈ {1, ..., n − 1, n + 1, ..., N} if
modality n is missing), fθdco : S → ∆N−1, with ∆N−1

denoting the probability simplex with N classes, and D =

{(Mj ,yj)}|D|
j=1 is the training set.

3.3.2 Distribution Alignment Objective

The distribution alignment objective (DAO) is achieved by
attempting to confuse the domain classifier by minimising
the CE loss:

ℓdao(D, θsha, θdao) = −
|D|∑
j=1

N∑
i=1

(u(i))⊤ log(fθdao(r
(i)
j )),

(6)
where u(i) = 1

N is a uniform distribution for all modalities
i ∈ {1, ..., N} (note that i ∈ {1, ..., n − 1, n + 1, ..., N} if
modality n is missing), and fθdao : R → ∆N−1 is the shared
feature modality classifier. In Eq. (6), if the classification
result can not distinguish the ith modality from the others
using the shared feature r

(i)
j , then this is a robust shared

feature representation.
Another option for this distribution alignment objective

is the minimisation of the Kullback–Leibler divergence (KL
divergence) between probabilities produced by the shared
feature representations. To reduce the computation com-
plexity, we project the feature onto a low dimensional space
through a simple linear projection, as follows:

ℓdao(D, θsha, θdao) =

|D|∑
j=1

N∑
i,k=1

KL[σ(fθdao(r
(i)
j )), σ(fθdao(r

(k)
j ))]

(7)
where the fθdao(·) is the linear projection that produces an
input for the softmax function σ(·), KL(·) is the Kullback-
Leibler divergence operator. One more option for the DAO
is the pairwise feature similarity, using

ℓdao(D, θsha) =

|D|∑
j=1

N∑
i,k=1

∥r(i)j − r
(k)
j ∥p, (8)

where || · ||p denotes the p-norm operator. In the ablation
studies, we test different distribution alignment objectives.

3.3.3 Overall Objective

Besides the aforementioned DCO and DAO objectives, the
objective for the main task is denoted by ℓtask (.) (e.g.,
cross-entropy loss for classification or Dice loss for segmen-
tation). The overall objective to be minimised is:

ℓtot(D,Θ) =ℓtask (D, θsha, θspec, θproj, θdec)+

αℓdao(D, θsha, θdao) + βℓdco(D, θspec, θdco),
(9)

where Θ = {θsha, θspec, θproj, θdao, θdco, θdec}; α and β are
trade-off factors between different objective functions. In
the ablation studies we test multiple values for α and β.

When dealing with missing modality n in training,
the calculation of the missing modality feature f (n) fol-
lows Eq. (4). This allows the optimisation of ℓtask (.). For
the optimisation of ℓdao(.) and ℓdco(.), the losses from
missing modality features r(n)j and s

(n)
j are omitted. There-

fore, our proposed framework can seamlessly deal with
missing modality issues in both training and evaluation.

4. Experiments
4.1. Datasets

We test our multi-modal learning with missing modality
method on two datasets, the BraTS2018 for medical image
segmentation and Audiovision-MNIST for computer vision
classification. The BraTS2018 Segmentation Challenge
dataset [1,21] is used as a multi-modal learning with miss-
ing modality brain tumour sub-region segmentation bench-
mark, where the sub-regions are enhancing tumour (ET), tu-
mour core (TC), and whole tumour (WT). BraTS2018 con-
tains 3D multi-modal brain MRIs, including Flair, T1, T1
contrast-enhanced (T1c) and T2 with experienced imaging
experts annotated ground-truth. It includes 285 cases for
training (210 gliomas with high grade and 75 gliomas with
low grade) and 66 cases for evaluation. The ground-truth
of training set is publicly available, but the annotations of
validation set is hidden and online evaluation4 is required.

Our missing modality experiments for computer vi-
sion classification are conducted on Audiovision-MNIST
dataset [27]. Audiovision-MNIST is a multi-modal dataset
consisting of 1500 samples of audio and image files. The
images for digits 0 to 9 are of a size 28×28 that come from
the MNIST dataset [16]. The audio dataset contains 1500
audio files that have been collected from the Free Spoken
Digits Dataset5. For the representation of audio modality,
mel-frequency cepstral coefficients (MFCCs) are adopted to
transform each audio sample into size 20×20×1. Follow-
ing [20], we split the dataset into 70% for training and 30%
for evaluation, according to the officially released code6.

4.2. Implementation Details

The ShaSpec model has a straightforward training pro-
cess without much hyperparameter tuning. Implementation
details on both datasets are described below.
BraTS2018: We adopted the 3D UNet (with 3D convolu-
tion and normalisation) as our backbone network, where the
fusion of shared and specific features happens at the bottom
of the UNet structure. A stochastic gradient descent opti-
mizer with Nesterov momentum [3] of 0.99 is adopted for
optimisation. The learning rate is set to 10−2 at the be-

4Online evaluation at https://ipp.cbica.upenn.edu/.
5The data information can be found at https://github.com/

Jakobovski/free-spoken-digit-dataset.
6The code address is https://github.com/mengmenm/SMIL.
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Modalities Enhancing tumour tumour Core Whole tumour
Fl T1 T1c T2 UHeMIS UHVED RbSeg mmFm ShaSpec ShaSpec* UHeMIS UHVED RbSeg mmFm ShaSpec ShaSpec* UHeMIS UHVED RbSeg mmFm ShaSpec ShaSpec*
• ◦ ◦ ◦ 11.78 23.80 25.69 39.33 43.52 45.11 26.06 57.90 53.57 61.21 69.44 69.57 52.48 84.39 85.69 86.10 88.68 88.83
◦ • ◦ ◦ 10.16 8.60 17.29 32.53 41.00 42.58 37.39 33.90 47.90 56.55 63.18 64.53 57.62 49.51 70.11 67.52 73.44 74.82
◦ ◦ • ◦ 62.02 57.64 67.07 72.60 73.29 75.80 65.29 59.59 76.83 75.41 78.65 81.40 61.53 53.62 73.31 72.22 73.82 74.95
◦ ◦ ◦ • 25.63 22.82 28.97 43.05 46.31 46.21 57.20 54.67 57.49 64.20 69.03 69.05 80.96 79.83 82.24 81.15 83.99 84.90
• • ◦ ◦ 10.71 27.96 32.13 42.96 44.76 44.81 41.12 61.14 60.68 65.91 72.67 72.77 64.62 85.71 88.24 87.06 89.76 89.86
• ◦ • ◦ 66.10 68.36 70.30 75.07 75.60 77.76 71.49 75.07 80.62 77.88 84.50 84.75 68.99 85.93 88.51 87.30 90.06 90.12
• ◦ ◦ • 30.22 32.31 33.84 47.52 47.20 47.22 57.68 62.70 61.16 69.75 72.93 72.93 82.95 87.58 88.28 87.59 90.02 90.09
◦ • • ◦ 66.22 61.11 69.06 74.04 75.76 78.26 72.46 67.55 78.72 78.59 82.10 82.64 68.47 64.22 77.18 74.42 78.74 78.88
◦ • ◦ • 32.39 24.29 32.01 44.99 46.84 49.87 60.92 56.26 62.19 69.42 71.38 71.39 82.41 81.56 84.78 82.20 86.03 86.09
◦ ◦ • • 67.83 67.83 69.71 74.51 75.95 78.59 76.64 73.92 80.20 78.61 83.82 84.08 82.48 81.32 85.19 82.99 85.42 86.43
• • • ◦ 68.54 68.60 70.78 75.47 76.42 78.51 76.01 77.05 81.06 79.80 85.23 85.36 72.31 86.72 88.73 87.33 90.29 90.36
• • ◦ • 31.07 32.34 36.41 47.70 46.55 46.56 60.32 63.14 64.38 71.52 73.97 73.99 83.43 88.07 88.81 87.75 90.36 90.37
• ◦ • • 68.72 68.93 70.88 75.67 75.99 78.15 77.53 76.75 80.72 79.55 85.26 85.67 83.85 88.09 89.27 88.14 90.78 90.79
◦ • • • 69.92 67.75 70.10 74.75 76.37 78.35 78.96 75.28 80.33 80.39 84.18 84.27 83.94 82.32 86.01 82.71 86.47 86.51
• • • • 70.24 69.03 71.13 77.61 78.08 78.47 79.48 77.71 80.86 85.78 85.45 85.75 84.74 88.46 89.45 89.64 90.88 90.88

Average 46.10 46.76 51.02 59.85 61.58 63.08 62.57 64.84 69.78 72.97 77.45 77.88 74.05 79.16 84.39 82.94 85.92 86.26

Table 1. Model performance comparison of segmentation Dice score (normalised to 100%) on BraTS2018 of non-dedicated training.
ShaSpec and ShaSpec* are the proposed models, with ShaSpec* being the model with prediction smoothness enhancement. The best and
second best results for each column within a certain type of tumour are in red and blue, respectively.

Modalities Enhancing tumour tumour Core Whole tumour
Fl T1 T1c T2 KD-Net ACN ShaSpec ShaSpec* KD-Net ACN ShaSpec ShaSpec* KD-Net ACN ShaSpec ShaSpec*
• ◦ ◦ ◦ 40.99 42.77 43.94 43.97 65.97 67.72 70.97 70.99 85.14 87.30 89.28 89.38
◦ • ◦ ◦ 39.87 41.52 45.24 46.76 70.02 71.18 70.28 70.64 77.28 79.34 79.40 79.50
◦ ◦ • ◦ 75.32 78.07 75.91 78.40 81.89 84.18 84.19 85.47 76.79 80.52 80.43 80.55
◦ ◦ ◦ • 39.04 42.98 44.54 46.07 66.01 67.94 70.30 70.11 82.32 85.55 85.58 85.62

Average 48.81 51.34 52.41 53.80 70.97 72.76 73.92 74.30 80.38 83.18 83.67 83.76

Table 2. Model performance comparison of segmentation Dice score (normalised to 100%) on BraTS2018 of dedicated training.

ginning and decreased with cosine annealing strategy [19].
During the non-dedicated training of models, modalities are
randomly dropped to simulate the modality-missing situa-
tions. For dedicated training of models, the missing modal-
ities used for training are the same missing modalities in
the evaluation. The ShaSpec model is trained for 180,000
iterations using all training data without model selection.
We choose L1 loss as our distribution alignment objective
and set α = 0.1, β = 0.02 in Eq. (9). Then, we perform
the official online evaluation using the segmentation masks
produced by ShaSpec. We run ShaSpec with and without
prediction smoothness enhancement to improve segmenta-
tion results, when we run our model with this enhancement.
We labelled it as “ShaSpec*’. This enhancement connects
components within the surrounding voxels with two hops
being considered as neighbours. Moreover, small regions
with fewer voxels than a certain threshold are eliminated.
By doing so, scattered small regions are cancelled, which in
general leads to segmentation improvements.
Audiovision-MNIST: For the model training on
Audiovision-MNIST dataset, we follow the SMIL pa-
per [20] by dropping the sound modality data for a certain
percentage and training all models for 60 epochs to keep a
fair comparison. we adopted the image and sound encoders
from SMIL, consisting of networks with a sequence of
convolutional layers and fully connected (FC) layers with
batch norm and dropout. For the rest of the ShaSpec
architecture, after fusing the two modality features, 2 FC

layers with dropout are adopted for classification. The
fusion of shared and specific features happens at the layer
before the FC layers. Adam optimizer with 10−2 weight
decay is used for model training. The initial learning rate is
set to 10−3 which is decreased by 10% every 20 epochs.

The evaluation of model performance relies on the
Dice score for BraTS2018 and classification accuracy for
Audiovision-MNIST, where training and evaluation are per-
formed on one 3090Ti NVIDIA Graphics Card.

4.3. Segmentation Results

The experimental results for the non-dedicated train-
ing (training the model once and evaluating it on differ-
ent combinations of missing modalities) on BraTS2018 are
shown in Tab. 1, which compares ShaSpec with current
state-of-the-art (SOTA) methods, including U-HeMIS [13],
U-HVED [8], Robust-MSeg (RbSeg) [5] and mmFormer
(mmFm) [35]. Our proposed ShaSpec shows the best
and second best results (the best in 45 out of 48 results)
across almost all different combinations and tumour types,
as shown in red and blue of Tab. 1. Moreover, the pro-
posed ShaSpec outperforms the competing models by a
large margin. For instance, when only T1 is available,
ShaSpec surpasses the second best model (mmFormer) by
8.47% on enhancing tumour, 6.63% on tumour core and
5.92% on whole tumour. Similarly, when only T1, T1c
and T2 are available, we observe improvements of 1.62%
on enhancing tumour, 3.79% on tumour core and 3.76%
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Audio rate LowerB UpperB AutoEncoder GAN Full2miss SMIL ShaSpec
5% 92.35 98.22 89.78 89.11 90.00 92.89 93.33

10% 92.35 98.22 89.33 89.78 91.11 93.11 93.56
15% 92.35 98.22 89.78 88.67 92.23 93.33 93.78
20% 92.35 98.22 88.89 89.56 92.67 94.44 94.67

Table 3. Model performance comparison of classification accuracy of missing modality (by setting different available audio rates) on
Audiovision-MNIST dataset. The lower bound (LowerB) is a LeNet [16] network trained with single modality (images only). The upper
bound (UpperB) is a model trained with all data modalities (all images and audios). The best results for each row are bolded.

on whole tumour. The Prediction Smoothness Enhance-
ment further boosts ShaSpec’s performance. On average,
when compared with the second best competing methods,
our model gets 3.23% performance gain for enhancing tu-
mour, 4.91% for tumour core and 3.32% for whole tumour.
Also, in Tab. 1 note that for the enhancing tumour segmen-
tation, the prediction smoothness enhancement is influen-
tial, improving from 43.52% to 45.11% when only Flair is
available, and from 75.76% to 78.26% when T1 and T1c
are available. This may be caused by scattered segmen-
tation masks predicted for enhancing tumour. Also, T1c
contributes more than other modalities for enhancing tu-
mour. For instance, when adding T1c as an available modal-
ity, the performance of the model increases greatly. For
ShaSpec, we have 73.29% with T1c only vs. 43.52% with
Flair only. Such observation resonates with the knowledge
that enhancing tumour is clearly visible in T1c, but edema
is not visible [5]. Similar results are shown in Tab. 2, where
ShaSpec outperforms KD-Net [14] and ACN [31] for most
of cases (we are best in 11 out of 12 cases). On average,
our model surpasses the second best competing method by
2.46% on enhancing tumour, 1.54% on tumour core and
0.58% on whole tumour.

4.4. Classification Results

Following the SMIL setup [20], we train ShaSpec on
both partial and full modality sub-datasets (images and
audios). More specifically, full missing modality sub-
dataset is formed by setting the audio modality rates in
{5%, 10%, 15%, 20%}, which defines the proportion of the
available audio data used for training. For this setup, the
visual modality data is fully available. In the evaluation
phase, only images are fed into the models. We compare
our model with Auto-encoder [2], a model based on Gener-
ative Adversarial Networks [11], a method that distils multi-
modality knowledge to train missing modality model [25],
and SMIL [20]. A LeNet [16] network with single modal-
ity (images only) serves as the lower bound, and following
SMIL, a model trained with full modalities (all images and
audios) works as the upper bound. As shown in Tab. 3,
ShaSpec performs well, especially under extreme missing
modality (i.e., small audio rates), where our model achieves
93.33% accuracy compared with second best model with
92.89% on audio rate 5%. With the increasing of the au-

dio rate, the performance of all models improved, with
ShaSpec still outperforming all other models. We argue
that this is due to the outstanding ability of ShaSpec to ex-
tract information-rich shared-specific representations from
all available modalities and the use of the shared represen-
tation to make up for the missing modalities.

15% 20% 50% 70% 100%

Figure 3. Model performance with varying rates of missing modal-
ity data (for both image and audio) on Audiovision-MNIST.

To examine the missing modality representation learning
of the proposed ShaSpec, we train models for varying rates
of both image and audio (rates in 15%, 20%, 50%, 70% and
100%) and test with both modalities. The ShaSpec model is
compared with SMIL in Fig. 3. For all settings, our model
is always superior as shown by the bar chart.

4.5. Analyses

The selection of DAO loss function: As discussed
in Sec. 3.3.2, DAO can rely on a CE loss, KL divergence
loss or p-norm distance loss between prediction and ground-
truth. The comparisons on BraTS2018 is presented in Tab. 4
for non-dedicated training, where only T1 is available for
evaluation. It shows that the different choices of DAO per-
form similarly, but the L1 loss has the best results, followed
by the KL divergence loss, while CE loss and MSE do not
perform as well as the other losses.
Sensitivity of Eq. (9) to α and β: The results are
shown in Fig. 4 by setting the α and β values to
{0,0.02,0.1,0.5,0.7,1}. When testing α values, we set β to
0.02; and when testing β, we set α to 0.1. When α = β = 1,
the results drop significantly, which can be explained by the
scale of different loss functions, where too large weights
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DAO Type CE KL L1 MSE
Enhancing Tumour 41.23 40.41 42.58 43.19
Tumour Core 62.72 62.83 64.53 62.44
Whole Tumour 73.91 74.19 74.82 73.25

Table 4. Model ablation of different distribution alignment ob-
jectives for non-dedicated training, where only T1 is available for
testing on BraTS2018.

 

  

  

  

  

  

  

 
  

 
  

 
 
  

  

  

  

 

  

  

  

  

  

  
                

  

  

  

Figure 4. Sensitivity of α and β for Eq. (9) for non-dedicated
training, where only T1 is available for evaluation on BraTS2018.

for the auxiliary losses may disturb the gradient flow of the
main task. In general, α = 0.1 and β = 0.02 produces
the best results. Small values for the weights of the aux-
iliary tasks contribute to the whole process, but do not in-
terfere with the main task optimisation. Interestingly, when
α = 0 (only specific features are learned), the model can
still segment the tumours to some extent by simple concate-
nation of specific features, which means that the specific
features contain rich information. A similar conclusion can
be reached when β = 0 (only shared features are learned).
Computational comparison: We compare ShaSpec with
SMIL (using the official code released by Ma et al.) in terms
of the number of model parameters, training/inference iter-
ation time and GPU memory usage, where both models are
trained/tested with batch-size of 4, and we estimate the aver-
age time consumption of 30 iterations on one 3090 GPU for
a fair comparison. SMIL has 0.33M parameters, with train-
ing iterations and testing taking 0.1309s and 0.0019s, and
during training and testing, the GPU memory usage started
from 1430MiB, climbed to 24268MiB, and then casted an
“out of memory” error in the end. On the other hand, the
ShaSpec model has 0.22M parameters, takes 0.0257s for
model training iteration and 0.0016s for model testing, and
constantly consumes 1421MiB of GPU memory.
An additional classification experiment on X-ray + clin-
ical texts: We conducted an extra classification experiment
on OpenI [7]. We reorganised the OpenI dataset by only
considering frontal images as visual inputs, and the ‘COM-
PARISON’ and ‘FINDINGS’ tags in the reports for textual
inputs. Also, we reformulate the multi-label Chest-Xray
classification into a binary classification problem (whether
any chest problem exists or not). In total, the dataset con-
tains 3851 pairs of visual-textual samples, which are split

Figure 5. t-SNE visualisation of shared and specific features of
four modalities from all training data on BraTS2018. The shared
features of four modalities are presented by ‘x’ in different colours,
while the specific features of four modalities are presented by ‘o’
in different colours.

into 80% for training and 20% for evaluation. We adopt
ResNet50 as visual backbone and an LSTM model with
128 hidden neurons as textual backbone. The single-modal
ResNet50 obtained AUC=0.77 with image inputs only; and
the single-modal LSTM has AUC=0.86 with text inputs
only. The baseline multi-modal model with simple feature
concatenation trained/evaluated with full modality reaches
AUC=0.90. When trained with 30% missing image modal-
ity and evaluated only on texts, it achieves AUC=0.87. Our
ShaSpec model shows better performance than the baseline
model with AUC=0.89 (close to full modality).

Shared and Specific Feature Visualisation: To further
display the effectiveness of ShaSpec, we visualise the
shared and specific features with t-SNE in Fig. 5. Note that
the shared features are clustered together, while the specific
features are well-separated, which shows that both types of
features are exactly what is expected from our algorithm.

5. Conclusion

In this paper, we propose the simple but effective
ShaSpec method to address multi-modal learning with
missing modalities in training/testing, for dedicated/non-
dedicated training, and applied to segmentation and classifi-
cation tasks. Empirically, it outperforms the state-of-the-art
by a large margin in different tasks and settings because of
the semantically rich shared and specific learned features
that are strongly related to the main task. Through the t-
SNE visualisation of the shared and specific feature space,
we further verify the effectiveness of the method. In the
future, we will test the proposed ShaSpec method on other
tasks (e.g., regression) and datasets to further verify its gen-
erality and effectiveness.
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