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Abstract

Self supervision and natural language supervision have emerged as two exciting ways to train general purpose image encoders which excel at a variety of downstream tasks. Recent works such as M3AE [31] and SLIP [63] have suggested that these approaches can be effectively combined, but most notably their results use small (<20M examples) pre-training datasets and don’t effectively reflect the large-scale regime (>100M samples) that is commonly used for these approaches. Here we investigate whether a similar approach can be effective when trained with a much larger amount of data. We find that a combination of two state of the art approaches: masked auto-encoders, MAE [37] and contrastive language image pre-training, CLIP [68] provides a benefit over CLIP when trained on a corpus of 11.3M image-text pairs, but little to no benefit (as evaluated on a suite of common vision tasks) over CLIP when trained on a large corpus of 1.4B images. Our work provides some much needed clarity into the effectiveness (or lack thereof) of self supervision for large-scale image-text training.

1. Introduction

Large scale pretraining has become a powerful tool in the arsenal of computer vision researchers to produce state of the art results across a wider variety of tasks [39, 88, 95, 98]. However, when pre-training on tens of millions to billions of images it is difficult to rely on standard supervised methods to train models, as datasets of this size often lack reliable labels. In the presence of these massive but largely under-curated datasets, two general classes of methods to train general purpose image encoders have emerged:

1. **Self Supervised** techniques that learn visual representations from the image data alone [11, 36]

2. **Natural Language Supervised** methods that utilize paired free-form text data to learn visual representations [43, 69]

Due to the unique strengths and weaknesses of each approach\(^1\), a recent flurry of work has introduced methods that combine both forms of supervision [31, 56, 64, 78] to varying degrees of success. While each of these methods establishes some regime where the additional supervision helps, none of these “joint-supervision” methods advance state of the art in any meaningful way. Additionally, to our knowledge none of these methods have shown comparative results at the scale many large scale vision models are currently trained at (>100M examples) [43, 66, 69, 73, 80, 82, 98]. Furthermore, methods that use both forms of supervision start with the presumption that the additional supervision is helpful and either often lack clean ablations or lack evaluations in a “high accuracy” regime—leading to further confusion regarding whether a combination of these methods can actually improve the state of the art. To clarify this issue, in this work, we investigate a simple question:

**Does a combination of self supervision and natural language supervision actually lead to higher quality visual representations?**

In order to answer this, we first introduce a straightforward baseline approach that combines standard self supervision and language supervision techniques. We combine masked auto-encoders (MAE) and contrastive language image pre-training (CLIP) to make MAE-CLIP. We then present a careful study of the performance of MAE, M3AE, CLIP and MAE-CLIP across a wide variety of tasks in two distinct regimes: a “low-sample”\(^2\) 11.3 million example regime and a “high-sample” 1.4 billion example regime. We train self-supervised and language-supervised methods using the same pre-training datasets under the assumption that we have no knowledge about downstream tasks. Our experiments show:

1. In the low sample size regime, without changing the final pooling operation in the network, we observe a large performance improvement, namely 6% on ImageNet [18] and 4% on VTAB [105]. However, when

\(^1\)Self supervised methods can learn representations without labels, but natural language supervision learns better representations. Natural language supervised methods rely on quality of captions

\(^2\)We note that what low sample means has changed substantially over the last few years
we modify the pooling operation, the improvement substantially decreases to around 1% on both ImageNet and VTAB.

2. In the high sample size regime, there is virtually no difference in performance between MAE-CLIP and CLIP across ImageNet, VTAB, and VQA tasks.

We believe our work is the first careful study of this form and contextualizes recent progress in both self-supervision and natural language supervision.

The rest of the paper is organized as follows: In Section 2, we cover related work in the areas of self supervision and natural language supervision. In Section 3, we give an overview of the baseline methods we study, MAE, M3AE, CLIP and our new baseline MAE-CLIP. Then we present and analyse our small scale and large scale experimental findings in Sections 4 and 5. Finally, we discuss potential explanations for our findings and some future work in 6.

2. Related Work

Our work combines natural language supervision and self-supervision in a multi-task approach to visual encoding, and so research from these three areas is relevant.

Natural language supervision for visual encoding covers a variety of approaches that assume access to datasets of images or videos associated with text. Some of the most successful use a contrastive pairwise alignment signal applied to very large batch and dataset sizes [68]. This large batch size means hard negative pairs can be produced by random sampling, avoiding the need for a memory bank [12, 13, 38] or momentum distillation [15]. FILIP [96] further improves zero-shot performance for some tasks by using a more fine-grained elementwise contrastive loss. Image captioning has also shown promise as a pre-training task [20, 90], with [20] in particular demonstrating strong data efficiency. UNITER [16] pursues a similar idea, applying a generative loss to both image and text modalities. [2, 16, 23, 41, 47, 51, 61, 81, 84, 97] apply the masked patch prediction problem from [21, 37, 50] to a joint image-text data space. These approaches either use a pre-trained convolutional neural network (CNN) to generate region of interest (RoI) proposal encodings, or predict the labelled class of the masked patch instead of the raw pixel values (or the quantized patch ID). UNIMO-2 [53] attempts to ground image and text patches for a single data example into a top-k quantized set of embeddings, before passing the grounded embeddings along with the raw non-grounded embeddings into a decoder, targeting a loss based on masked language modeling (MLM) and image-text-matching (ITM).

Self-supervised approaches for visual encoding may be loosely categorized into those that target consistency constraints between multiple views of the same scene and those that attempt visual reconstruction on corrupted or conditioning representations of images. Consistency constraints are often derived through data-augmentation applied to a single real image [6, 10, 14, 35, 102], but these may also take the form of e.g. a temporal constraint if video data is available [89], or be applied at an image-patch level by making a smoothness assumption and selecting neighboring patches as ‘consistent’ whilst treating distant patches (or those sourced from another image) as negative examples [101]. Forms of denoising autoencoder (DAE) [87] are popular as a means of self-supervision, and have been investigated at a variety of scales; iGPT [9] learns to generate images as a row-major flattened sequence of pixels, whilst [65], [72], and [26] compress images into a short sequence of discrete codes before then regenerating and scoring at a pixel level. BEIT [3] first encodes an image into a sequence of discrete codes before masking and then predicting a subset of the codes. MAE [37] drops the discretization, instead predicting raw pixel loss for a subset of the encoded patches in a manner strongly reminiscent of BART [50]. SplitMask [25] applies both a masked image patch prediction loss and a pairwise contrastive loss, using the masked example as well as the inverted masked example to form each positive pair. Meanwhile, M3AE [24] and VL-BEIT [4] both propose a masked patch prediction problem applied to image and text modalities jointly. Recent concurrent work shows that while masking does not help generalization, the masking can be used to speed up training by dropping the masked tokens during the forward and backward pass [55]. EVA [29] shows that doing masked image modeling to predict the output embeddings (rather than pixels) of the masked image can be an effective pretraining task when combined with natural language supervision. We note for EVA the masked image modeling occurs only on smaller well curated datasets such as ImageNet, Conceptual Captions and COCO.

Multi-task methods for pre-training visual encoders are a highly active area of research. CoCA [99] combines the cross-modality contrastive task from [68] with image captioning in the style of [20], and by pre-training at very large scale show that the resulting model is more performant than prior art across a very broad array of downstream visual understanding tasks. SLIP [64] combines a SimCLR style self-supervision loss with the standard CLIP contrastive loss to train a jointly self-supervised and natural language supervised model, however while they show large performance gains they are all in a low accuracy regime (below 40% Top-1 accuracy on ImageNet). Florence [100] employs a diverse array of tasks and datasets at pre-training time (including object detection, CLIP-style contrastive modeling, Visual Question Answering (VQA), and supervised classification). ALBEF [32] builds on a CLIP-style architecture by incorporating a single-stream encoder that consumes both
modalities. It uses a masked language modeling loss for the text modality and an image-text matching loss for within-batch hard-negatives, mined according to contrastive similarity. FLAVA [79] also uses masked-image modeling, and uses both single and joint modality encoders, with additional single-modality datasets (i.e., not just image-text pairs) that allow it to generalize to longer text inputs and visual data which is unlikely to be captioned. X-VLM [103] utilizes image data which includes object-labelled bounding boxes to extend the image-text matching and contrastive losses to cover within-image regions as well as whole-image captions. They also include a masked language modelling objective, achieving impressive performance on many zero-shot downstream tasks—although the requirement for object bounding box data may not scale well for large pre-training datasets. SupMAE [57] adds a supervised labeling task to the MAE architecture, demonstrating that this results in better data efficiency. MVP [91], meanwhile, fine tunes a pre-trained CLIP backbone using MIM, and demonstrates that starting with a pre-trained model improves downstream visual recognition performance. MAE-CLIP is reminiscent of M3AE (with the addition of a contrastive task), ALBEF (but applying the masked prediction task to both modalities, dropping the momentum distillation), and most of all FLAVA (without the single-modality masked-patch-prediction tasks, and with the use of high ratio random masking following MAE and M3AE).

3. Background

3.1. Contrastive language-image pre-training

CLIP [68] and ALIGN [44] both demonstrated that contrastive language-image supervision applied at scale was capable of producing an image encoder that excels at a range of downstream tasks—often in a zero-shot setting. In our implementation, we begin by following the design outlined in [68]. Specifically, we use per-modality encoders to produce a single f/2-normalized dense embedding vector for each image or text input, before applying a pairwise InfoNCE [65] loss to a large global batch of paired image-text embeddings, using all non-paired examples as hard negatives. We define the image-to-text loss \( L_{i2t} \) and the text-to-image loss \( L_{t2i} \) as:

\[
L_{i2t} = -\frac{1}{N} \sum_{j}^{N} \log \frac{\exp(x_j^T y_j / \sigma)}{\sum_{k=1}^{N} \exp(x_j^T y_k / \sigma)} \tag{1}
\]

\[
L_{t2i} = -\frac{1}{N} \sum_{j}^{N} \log \frac{\exp(y_j^T x_j / \sigma)}{\sum_{k=1}^{N} \exp(y_j^T x_k / \sigma)} \tag{2}
\]

where \( N \) is the global batch size, \( x_j \) is the normalized embedding of the image for the \( j \)-th pair and \( y_k \) is the normalized embedding of the text in the \( k \)-th pair in the batch. \( \sigma \) is a learnable temperature parameter. The total contrastive loss \( L_c = \frac{1}{2} (L_{t2i} + L_{i2t}) \) is the average of these two losses.

We use transformer encoders for both modalities, however, differently to [68] we explore several strategies for aggregating the image-patch or text-token outputs into a single embedding (see Section 4.4). We also eschew the autoregressive masking strategy for the text encoder, instead allowing full bi-directional self attention following [44].

3.1.1 Pooling

In CLIP [68] the authors use a separate ‘CLS’ token projected through the network as the overall image representation. On the other hand, ALIGN [44] use global-average pooling over the encoded visual features. Whilst both approaches produced good downstream evaluation results, recent work [8, 71, 104], suggested that the choice of pooling strategy can strongly influence the quality of visual semantic embeddings. In particular, [71] demonstrated that this effect is present for CLIP-like visual encoders. Noting this, we opt to investigate three pooling strategies: 1. the default multihead-attention pooling (MAP), 2. global average pooling (GAP)—both described in [104]—as well as 3. non-maximal suppression pooling (MAX) as in [8, 71].

3.2. Masked Autoencoders

In MAE [37] the authors demonstrate a simple technique for self-supervised image-encoder pre-training that—to our knowledge—is still considered state-of-the-art. They use a
ViT [22] encoder-decoder architecture and apply it to heavily masked input images. The input to the encoder consists of the visible, unmasked image patches, first embedded via a linear projection before additive positional embeddings are applied, and then the result is fed through the encoder’s transformer layers. They demonstrate that a very high patch masking ratio is critical to achieving good performance, and usually retain only 25% of the image. The decoder consumes the output of the encoder, as well as a learned ‘masked-patch’ embedding, which is included to represent each masked token. Positional embeddings are also reapplied, to ensure that spatial information is passed through the decoder for the masked patches. The output of the decoder at the masked positions is then measured against ground truth using a simple mean-squared-error loss. As in [37] we experiment with predicting both normalized and un-normalized patch values, finding that predicting the normalized patch value slightly improves the performance of our MAE implementation.

Masking across modalities: BART [50] applies a similar strategy to text data, but uses a cross-entropy loss over the masked-token output distribution and a far lower masking ratio (typically around 15%). M3AE [31] extends MAE and BART to incorporate inputs from both text and image modalities, using per-modality input and output projections. Otherwise the encoder-decoder architecture resembles MAE, with the addition of learned modality-indicating embeddings to each transformer input.

The M3AE loss relies only on the contents of the image-text pairs, and comprises mean-squared error for the masked image patches ($L_{gen,i}$) and cross-entropy over the vocabulary for the masked text tokens ($L_{gen,j}$):

$$L_{gen,i} = \frac{1}{N} \sum_{j} (p_j - P_j)^2 \quad (3)$$

$$L_{gen,j} = -\frac{1}{N} \sum_{j} \log \frac{\exp(t_{n,T_i})}{\sum_{c=1}^{C} \exp(t_{n,c})} \quad (4)$$

where $p_j$ and $P_j$ refer to the predicted and ground truth pixel value respectively and $t_n$ and $T_n$ refer to the predicted token distribution and the ground truth token, with $C$ as the number of unique tokens. For the image reconstruction loss, we normalize the ground-truth per-patch, following [37].

### 3.3.1 Components

The model architecture is similar to ALBEF [52] and FLAVA [78], consisting of three components.

**An image encoder:** Following ViT [22], we divide the input image into equally-sized, non-overlapping patches. After applying a linear projection and adding a 2-D position encoding, we feed the per-patch representations through a number of transformer layers [86].

A **text encoder:** Following ALIGN [43], our text encoder is based on BERT [21], in which text is first tokenized and embedded, and a 1-D trainable position encoding is added. Differently to BERT, we use pre-layernorm [94] and initialize the parameters according to the simplified scheme outlined in [70].

A **cross-modality decoder:** The decoder receives per-element encoded image and text representations from the encoders for both masked and un-masked elements. For the image modality, masked patches are added by replacing their values with a shared trainable mask token. Positional encodings are once again added to all elements, following [37]. We also add a per-modality trainable encoding to allow the decoder to easily distinguish between the two modalities. The decoder uses the same transformer implementation as the encoders. The output of the final decoder layer is then projected into a per-patch-modality output space and the overall loss is computed.

### 3.3.2 Losses

MAE-CLIP employs the losses of both CLIP (Eq. 1, 2) and M3AE (Eq. 3, 4). Our final loss is a weighted sum of the losses from each task, as follows:

$$L = \frac{1}{2} (L_{i2i} + L_{i2t}) + w_i \cdot L_{gen,i} + w_t \cdot L_{gen,j} \quad (5)$$

where $w_i$ and $w_t$ are scalars used to control the relative weight of the generative losses. We always provide paired image-text inputs to the model, leaving it to future work to explore the benefits of also incorporating single modality inputs and reconstruction losses, at scale.

To avoid severely impacting the CLIP loss via computing it with masked inputs, we run the encoders twice: once with full unmasked input in order to compute the CLIP loss, before then making a second pass using only the unmasked input to compute the M3AE loss. Finally, we compute the weighted sum of the two losses, and use this to calculate the overall update.

---

3Alternative, more memory efficient, strategies exist for computing the overall updates (e.g. calculate per-loss gradients, or perform round-robin updates), but prior work [1] has demonstrated that some of these techniques may negatively impact the overall training result.
4. Experiments

In this section, we present our experimental results to study how the addition of self-supervision affects the representation quality of natural language supervised models. We study standard masked auto-encoders (MAE), multimodal masked auto-encoders (M3AE), contrastive language image pretraining (CLIP) and our newly introduced baseline method (MAE-CLIP), which combines mask based self-supervision with contrastive language-image learning.

4.1. Experimental Setup

Architecture: Experiments are performed using an image encoder based on the architecture described as ViT-B-16 in [95], in combination with a 12-layer, 512-wide text encoder with 8 attention heads. For the decoder, we use another 12-layer, 512-wide transformer with 8 attention heads, identical to the text encoder. We also use a byte-pair encoding tokenizer, fit to the OpenWebText corpus [32]. When training MAE-CLIP, we replace the random masking by a similarity masking strategy, which makes use of the element-wise CLIP similarity scores to select the masked element for the reconstruction task.

Pretraining Datasets: Our analysis is divided into two sections. First, in sections 4.2 to 4.4, we present our study on the “low-sample” regime using the combination of CC12M [7] and CC3M [77] excluding all images whose text contains a [PERSON] tag. The final dataset contains 11.3 million comparatively high quality image-text pairs. We refer to this dataset as CC or “small” scale.

Pretraining configuration: We use a minibatch size of 16,384 samples and train using the AdamW optimizer [60] with decoupled weight decay. We use a base learning rate of $5 \times 10^{-4}$ and train using cosine learning rate decay [59] with an initial linear warmup of 200 steps. We reduce the $\beta_2$ decay factor to 0.98, and increase $\epsilon$ to $10^{-6}$, finding that these changes improved rate of convergence for all models trained. To increase training convergence speed, we switch from a local (per-GPU) to a global contrastive loss after 500 steps. During the global contrastive loss phase, we set the generative text and image loss weights to $w_t = 0.05$ and $w_i = 0.1$ respectively. For all models which rely on masking, we use a 75% masking ratio, consistent with [31, 37], as we did not find an alternative that improved downstream results. In total, we train our models on CC for 32 epochs, which corresponds to ~ 22,000 steps. For our M3AE training runs, we use per-modality encoders so as to produce a baseline that is flop and parameter matched to our MAE-CLIP runs.

4.2. Image Classification

We evaluate the quality of the representations learned from pre-training on CC by measuring the image classification performance, either by zero-shot transfer, or by training a linear classifier using the predicted visual features. For zero-shot classification, we use the average of 80 prompts and follow the routine prescribed in [69]. To train the linear classifier, we pre-compute features using the visual encoder\footnote{We use no data augmentation here} and run AdamW for 20 to 80 epochs with a learning rate of 0.01.

Table 1 shows the zero-shot and linear probing classification results on the ImageNet [19] dataset while Table 2 shows our linear probing results on most (17) of the VTAB [106] benchmark datasets\footnote{We do not include results for either the diabetic retinopathy or the Sun397 tasks, due to licensing issues. More details in the supplementary material}. Initially, we observe that the combination of self-supervision and natural language supervision provides a consistent and substantial improvement over either form of supervision by itself. This result concurs with previous works such as [31] and [64], which show that self-supervision aids natural language supervision.

<table>
<thead>
<tr>
<th>Models</th>
<th>Zero-shot</th>
<th>Linear Probing</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>–</td>
<td>33.9</td>
</tr>
<tr>
<td>M3AE</td>
<td>–</td>
<td>52.5</td>
</tr>
<tr>
<td>CLIP</td>
<td>29.7</td>
<td>52.6</td>
</tr>
<tr>
<td>MAE-CLIP</td>
<td>33.8</td>
<td>58.9</td>
</tr>
</tbody>
</table>

Table 1. ImageNet classification with zero-shot transfer or linear probing after pretraining on the CC dataset (11.3M images). MAE-CLIP significantly improves the classification performance of CLIP in the small scale regime.

4.3. VQA

Subsequently, we compare the performance of MAE-CLIP to the rest of the baselines on the visual question answering task using three datasets: CLEVR [45], VQAv2 [34] and GQA [42]. VQA assesses the model’s multimodal reasoning capabilities as well as its visual grounding. In order to finetune our models for VQA, we freeze the image and text encoders and either randomly reinitialize the decoder in models such as MAE-CLIP or M3AE or add a new identical decoder for CLIP. During finetuning, we use a layer-wise learning rate decay, following [3, 17, 37]. For CLEVR and VQAv2 we finetune the decoder for 50 epochs, while for GQA we finetune for 5 epochs on the “train-all” split and 2 epochs on the “train-balanced” split following the protocol of [54]. In all cases, we treat the problem as a classification problem of selecting one answer out of the set of possible answers for each dataset.

In Table 3 we observe that self-supervision combined

\footnote{We compare the similarity masking strategy with the original random masking strategy on various tasks, the results show they perform similarly.}
Table 2. Linear probing accuracy (%) on classification tasks. All models are trained on the CC Dataset (11.3M images). (● VTAB/natural, • VTAB/specialized and ✗ VTAB/structured.)

<table>
<thead>
<tr>
<th>Model</th>
<th>CLEVR</th>
<th>VQA v2</th>
<th>GQA</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>93.5</td>
<td>45.7</td>
<td>46.1</td>
</tr>
<tr>
<td>M3AE</td>
<td>97.5</td>
<td>55.8</td>
<td>50.9</td>
</tr>
<tr>
<td>CLIP</td>
<td>87.5</td>
<td>55.6</td>
<td>50.0</td>
</tr>
<tr>
<td>MAE-CLIP</td>
<td>96.0</td>
<td>58.5</td>
<td>52.2</td>
</tr>
</tbody>
</table>

Table 3. VQA finetuning results for models pre-trained on CC Dataset (11.3M images). We train a new decoder for all methods while keeping the encoders frozen. MAE-CLIP performs significantly better than either only self-supervised or language supervised methods by themselves.

Table 4. Results of CLIP and MAE-CLIP with different pooling options trained on CC dataset (11.3M images). We compare the models on ImageNet Zero-Shot (ZS), ImageNet Linear-Probing (LP), VTAB 17-task Linear-Probing average, and VQA 3 tasks Fine-Tuning (FT) average.

Table 5. Experimental Setup

1. Pretraining Dataset: We combine a 2.2B example web-crawled image-text pair dataset, termed the English-Web-Image-Text dataset (EWIT-2.2B), with LAION-400M [74], CC3M [77], CC12M [7] and an internal high-quality image-text pair dataset containing approximately 134M image text pairs which we term the High Quality Image Text Pairs Dataset (HQITP-134M). We globally deduplicate this—keyed by image bytes—reducing the number of image-text pairs significantly, to yield a final 1.4B examples. Details provided in the supplementary material. In the rest of the paper we refer to this as the web-crawled or large-scale dataset.

2. Pretraining configuration: We increase the learning rate warm-up to 1,000 steps, and compute a local contrastive loss for the first 10,000 steps, as during early training this improves the models rate of convergence. We train for a total of 480,000 steps, which corresponds to 6 full passes through the dataset. We do not increase the batch size as this leads to a decrease in performance. When scaling up the model to larger images, we increase the batch size to accommodate the increased number of parameters.
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<table>
<thead>
<tr>
<th>Models</th>
<th>Zero-shot</th>
<th>Linear Probing</th>
</tr>
</thead>
<tbody>
<tr>
<td>M3AE*</td>
<td>93.0</td>
<td>74.8</td>
</tr>
<tr>
<td>CLIP</td>
<td>94.9</td>
<td>78.4</td>
</tr>
<tr>
<td>CLIP_MAX</td>
<td>96.1</td>
<td>81.0</td>
</tr>
<tr>
<td>MAE-CLIP_MAX</td>
<td>95.8</td>
<td>79.2</td>
</tr>
<tr>
<td>MAE-CLIP_GAP</td>
<td>95.4</td>
<td>79.3</td>
</tr>
</tbody>
</table>

Table 5. Linear probing accuracy (%) on classification tasks. Models are all trained on our web-crawled dataset (1.4B images). (*) VTAB/natural, (* VTAB/specialized and (*) VTAB/structured.) In the large scale pretraining regime, the difference between MAE-CLIP and CLIP is reduced to < 1%. * At evaluation time, our M3AE model was 50% trained, so that performance may improve further.

size, and use the same learning rate schedule as for CC.

**Model variants:** We train M3AE as well as both GAP and MAX variants of CLIP and MAE-CLIP, having noted in the small-scale regime that these are the highest performing architectures and pre-training strategies. We do not train MAE at scale due to resource limitations, and because its performance was significantly lower than the models that utilize natural language supervision—a finding that is consistent with prior literature [31].

### 5.2. Image Classification

Table 15a provides encoder performance for both zero-shot and linear-probing on ImageNet [19]. We note that at scale, MAE-CLIP typically shows worse performance than CLIP across both pooling strategies and tasks. We hypothesize that this may be due to the fact that masked-patch-prediction results in model capacity being lost to the task of predicting semantically irrelevant patches, meaning that we lose some of the benefits provided by the larger scale dataset (despite tuning the relative loss weights). If we are correct in this hypothesis then it is possible that a larger model capacity would help to alleviate this issue. We leave this to a future investigation. Meanwhile, in Table 14 we once again explore the encoder performance through linear-probing for VTAB [106]. We note that GAP provides a consistent improvement over MAX across both CLIP and MAE-CLIP models, and that M3AE is also a strong performer—as was
the case in the small-scale regime. M3AE provides particular benefit to the “structured” VTAB tasks, however underperforms (sometimes by a large margin) on the “natural” tasks. MAE-CLIP ends up in between the two—doing better than CLIP but worse than M3AE on the structured tasks, and worse than CLIP but better than M3AE on the natural tasks.

### 5.3. VQA

We follow the same finetuning strategy as before, with results in Table 15b. Notably, we do not see a consistent difference across tasks for CLIP vs MAE-CLIP, with the possible exception of CLEVR [45], where it is clear that M3AE is by far the best performing approach—and its benefits improve the MAE-CLIP results on that task. GAP is perhaps a marginally stronger pooling strategy as measured against MAX, however the difference is smaller than it was in the small-scale regime.

### 6. Analysis and Discussion

While our results present a pessimistic view on combining self-supervision with natural language supervision, we don’t have a clear reason as to why self-supervision fails at scale. Here we present two hypotheses that may be explored in future work.

---

Table 7. VQA finetuning results on web-crawled dataset (1.4B images). Similar to Table 15a, for large pretraining datasets, self-supervision is not improving the downstream VQA performance.
6.1. Visual Grounding

Visual grounding measures how well a particular representation or network can localize objects within an image. It is thought that representations with better visual grounding will excel at more general purpose tasks. In section 4, we found that pooling operator had a larger effect on performance than the addition of MAE. We qualitatively study the effect of both pooling and MAE on the visual grounding of the CLIP image and text encoders. We extract zero-shot segmentation masks and GradCAM [75] visualizations for the prompt “a photo of a dog”, shown in Figure 2. Details are provided in the supplementary material. We observe that, with respect to visual grounding, the pooling operator plays a much more significant role than self-supervision [71]. In particular, CLIP$_{\text{MAX}}$ correctly segments the dog in the picture while CLIP focuses only in the background. However, both for CLIP and CLIP$_{\text{MAX}}$ we observe only an incremental improvement of the localization of the dog in the image when self-supervision is added. Unfortunately, even though the GAP variants of MAE-CLIP and CLIP achieve the best performance on VTAB, they do not also exhibit the most visual grounding. We hope that a more thorough future analysis can elucidate the relationship between self supervision and visual grounding.

6.2. Dataset Diversity

Alternatively, it may be that self-supervision and natural language supervision excel for entirely different parts of the dataset diversity-size spectrum. Historically, the strongest self-supervised visual-encoder baselines (when compared to supervised methods) include methods such as: SimCLR [11], SimCLRv2 [12] and masked auto encoders [36], which all excel on ImageNet—a somewhat diverse but a relatively “clean” and object-centric dataset with 1000 disjoint classes. On less diverse datasets such as Cifar-10 [49], specialized self supervised methods such as ReMixMatch [5] have shown excellent performance in the extremely low data regime. Outside of vision, MAEs have shown near state-of-the-art performance on datasets such as Audioset [30,40], a clean 2M example, 632 class audio/video dataset. Recent works which perform controlled experiments scaling self supervised methods to massive datasets [62] show that self-supervised methods achieve numbers roughly 10% worse (as measured by ImageNet linear probe) as compared to natural language supervised methods at similar data scale.

On the other hand, natural language supervised models seem to only show competitive performance on massive and diverse datasets, CLIP [69] was trained on 400M examples, ALIGN [43] was trained on 1.8B examples and BASIC [66] was trained on 6.6B examples. Recently, [28] performs controlled natural language supervision at a smaller scale, showing that natural language supervised models are 5-10% worse (on ImageNet) than their supervised counterparts.

While all of these past results only pose circumstantial and not rigorous experimental evidence, we believe it poses a fruitful line of future work on studying the scaling trends of self supervised methods and contrasting them with other forms of supervision.
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