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Abstract

In this paper, we propose a novel transfer-based tar-
geted attack method that optimizes the adversarial pertur-
bations without any extra training efforts for auxiliary net-
works on training data. Our new attack method is pro-
posed based on the observation that highly universal ad-
versarial perturbations tend to be more transferable for
targeted attacks. Therefore, we propose to make the per-
turbation to be agnostic to different local regions within
one image, which we called as self-universality. Instead
of optimizing the perturbations on different images, opti-
mizing on different regions to achieve self-universality can
get rid of using extra data. Specifically, we introduce a
feature similarity loss that encourages the learned pertur-
bations to be universal by maximizing the feature similar-
ity between adversarial perturbed global images and ran-
domly cropped local regions. With the feature similarity
loss, our method makes the features from adversarial per-
turbations to be more dominant than that of benign im-
ages, hence improving targeted transferability. We name the
proposed attack method as Self-Universality (SU) attack.
Extensive experiments demonstrate that SU can achieve
high success rates for transfer-based targeted attacks. On
ImageNet-compatible dataset, SU yields an improvement of
12% compared with existing state-of-the-art methods. Code
is available at https://github.com/zhipeng—
wei/Self-Universality.

1. Introduction

It has been demonstrated in recent works that adversar-
ial examples have the properties of transferability, which
means an adversarial example generated on one white-
box model can be used to fool other black-box models
[3,15,27,30,33]. The existence of transferability brings
convenience to performing black-box attacks, hence raising
security concerns for deploying deep models in real-world
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applications [14,22,28,35]. Consequently, considerable re-
search attention has been spent on improving the transfer-
ability of adversarial examples for both non-targeted and
targeted attacks [4,29,36].

Compared to non-targeted attacks, transfer-based tar-
geted attacks are inherently much more challenging since
the goal is to fool deep models into predicting the specific
target class. The major difficulty of transfer-based targeted
attacks is caused by the fact that the gradient directions
from a source image to a target class are usually different
among different DNNs [16]. Hence, transfer-based attack
methods designed for non-targeted attacks typically work
poorly for targeted attacks. To increase the transferabil-
ity, previous studies make efforts in aligning the feature of
the generated adversarial example with the feature distribu-
tions of the targeted class, which are learned from class-
specific auxiliary networks [7, 8] or generative adversarial
networks [ 18]. However, these works assume that the train-
ing dataset is available and require extra training efforts for
auxiliary networks, making it hard to apply in real-world
scenarios.

This paper investigates the problem of transfer-based tar-
geted attacks. Specifically, we propose a new method that
improves the transferability of adversarial examples in a
more efficient way, i.e., without any training efforts for
auxiliary networks to learn the feature distributions of the
targeted class. Our method is proposed based on the ob-
servation that more universal perturbations yield better at-
tack success rates in targeted attacks. To this end, our
goal is to enhance the universality of the generated adver-
sarial perturbations, in order to improve its targeted trans-
ferability. Note that existing universal adversarial pertur-
bation (UAP) attacks [17] require optimizing the pertur-
bations on an abundant of images to achieve universality,
which is not applicable in our setting. To get rid of us-
ing extra data and make transfer-based targeted attacks as
convenient as non-targeted attacks, we propose to make the
perturbation to be agnostic to different local regions within
one image, which we called as self-universality. Then our
method optimizes the self-universality of adversarial pertur-
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Figure 1. Overview of the proposed SU attack. The random cropping is applied to the given benign image to generate the local image
patch. After cropping, the local patch is resized to the shape of the benign image. Then both benign and local adversarial images with the
shared perturbations are input to a surrogate white-box CNN model. Finally, the gradients obtained from the classification loss and the

feature similarity loss are used to optimize perturbations.

bations instead. To be specific, in addition to classification
loss, our Self-Universality (SU) attack method introduces a
feature similarity loss that maximizes the feature similarity
between adversarial perturbed global images and randomly
cropped local regions to achieve self-universality. In this
way, our method makes the features from adversarial per-
turbations to be more dominant than that of benign images,
hence improving targeted transferability.

Figure 1 gives an overview of the proposed Self-
Universality (SU) attack. SU firstly applies random crop-
ping on benign images to obtain local cropped patches.
Then it resizes local patches to the same size with benign
images. Consequently, global and local inputs with shared
perturbations are input to the white-box model. Finally, ad-
versarial perturbations are updated by minimizing the clas-
sification loss (e.g., Cross Entropy) between inputs and the
target class and maximizing the feature similarity loss (e.g.,
Cosine Similarity) of adversarial intermediate features be-
tween local and global inputs. Benefiting from satisfying
the prediction of the target class between global and lo-
cal inputs and approximating adversarial intermediate fea-
tures between the two, the proposed SU attack can generate
perturbations with self-universality, thereby improving the
cross-model targeted transferability. We briefly summarize
our primary contributions as follows:

* Through experiments, we find that highly universal ad-
versarial perturbations tend to be more transferable for
targeted attacks, which brings new insight into the de-
sign of transfer-based targeted attack methods.

* Based on the finding, we propose a novel Self-
Universality (SU) attack method that enhances the uni-
versality of adversarial perturbations for better targeted
transferability without the requirement for extra data.

* We conduct comprehensive experiments to demon-

strate that the proposed SU attack can significantly im-
prove the cross-model targeted transferability of adver-
sarial images. Notably, SU can be easily combined
with other existing methods.

2. Related Work

In this section, we review existing works on non-targeted
transferable attacks as well as targeted transferable attacks.

2.1. Non-targeted Transferable Attacks

Non-targeted transferable attacks are based on the
Iterative-Fast Gradient Sign Method (I-FGSM) [1 1], which
iteratively calculates the gradient of the classification loss
with respect to the input and updates perturbations along
the direction of maximizing the loss. The multiple-step up-
date of I-FGSM leads to more wrong predictions of white-
box models. However, the generated adversarial exam-
ples are hard to attack other black-box models. This phe-
nomenon is called over-fitting to the white-box model [10].
Subsequently, several works perform data augmentation or
advanced gradient calculation to overcome the over-fitting
problem. Data augmentation creates various input patterns,
which generate adversarial perturbations with a generic pat-
tern. For the input images, Diverse Input (DI) [33] per-
forms random resizing and padding, Scale-invariant method
(SIM) [13] applies scale transformation, Admix [24] ex-
tends SIM by integrating images from other labels. How-
ever, these data augmentation approaches neglect to con-
sider more diverse input patterns (e.g., random cropping in
this paper), and focus on the loss-preserving transforma-
tion [13]. This is because the gradient direction fluctuates
violently under more diverse input patterns without speci-
fied target classes in non-target attacks. Advanced gradient
calculation pays attention to changing gradient calculation
methods or designing a new loss function. For changing
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gradient calculation, the momentum term [3] and the Nes-
terov accelerated gradient [13] can be incorporated with I-
FGSM to stabilize gradients. Translation-Invariant (TT) [4]
smooths gradients through a predefined convolution kernel
in order to mitigate the over-fitting problem. Skip Gradi-
ent Method (SGM) [3 1] modifies the path of gradient back-
propagation by skipping residual modules. Variance Tun-
ing [23] utilizes gradients from data points around previ-
ous data to avoid over-fitting. For designing a new loss
function, Attention-guided Transfer Attack (ATA) [32] and
Feature Importance-aware Attack (FIA) [26] disrupt impor-
tant features that are likely to be utilized in other black-box
models. ATA applies Grad-CAM [19] to represent attention
weights of features. Different to ATA, FIA computes aver-
aged gradients of features among various augmented inputs
as attention weights. However, these new loss functions are
restricted to global structures. In contrast, this paper cal-
culates the feature similarity loss between global and local
structures of images.

2.2. Targeted Transferable Attacks

The transfer-based targeted attacks are more challeng-
ing than the non-targeted attacks due to the requirement
of fooling the model into predicting the specified target
class. Previous efforts have been devoted into training class-
specific auxiliary networks [7, 8] or generative adversar-
ial networks (GANSs) [18], in order to learn feature distri-
butions of the targeted class. Feature Distribution Attack
(FDA) [8] utilizes the intermediate features of the training
dataset from the white-box model to train a binary clas-
sifier, which predicts the probability that the current fea-
ture belongs to the targeted class. Then, through learning
class-wise and layer-wise feature distributions, FDA gener-
ates targeted transferable adversarial perturbations by max-
imizing the probability outputted from the trained binary
classifier. Subsequently, FDAN + zent [7] incorporates
the CE loss and multi-layer information with FDA, achiev-
ing better performance. Transferable targeted perturbations
(TTP) [18] trains a generator to synthesize perturbations
that seek to have similar features with targeted samples in
the latent space of a pretrained discriminator. This series of
FDA works and TTP improve the performance of targeted
transferable attacks, but require additional training efforts
for auxiliary networks on the training dataset.

To improve the efficiency of targeted transferable at-
tacks, recent works pay more attention to iterative attacks
based on I-FGSM. Activation Attack (AA) [9] replace the
classification loss with a euclidean distance loss between
features of adversarial and targeted images. However, AA
depends on the selected examples of the targeted class and
achieves low performance on the large resolution image
dataset (e.g. ImageNet [2]). Different to AA, Po+Trip [12]
utilizes Poincaré distance metric to solve the noise curing.

They also design a triplet loss for driving adversarial ex-
amples away from the original class. However, Po+Trip
evaluates the attack performance only on easy transfer sce-
narios, and also achieves poor performance on the targeted
scenario used in the Logit attack [36]. Logit [36] attributes
the poor performance of I-FGSM based methods to the re-
stricted number of iterations. Thus, Logit enlarges the num-
ber of iterations for ensuring the convergence of attacks.
In addition, to overcome the vanishing gradient caused by
the large iterations, Logit utilizes gradients of the targeted
logit output with respect to inputs to update perturbations.
Different to them, our method leverages the global and lo-
cal structures to generate adversarial examples with self-
universality, hence improving targeted transferability. Note
that the proposed SU attack can be easily combined with
existing methods.

3. Methodology
3.1. Preliminary

Let f represent the white-box surrogate model, v be the
black-box victim model, z € X € R¥*WXC be the benign
image with the ground-truth label y € Y = {1,2,..., K},
where f and v are trained with the same training dataset,
H, W, C denote the number of height, width and chan-
nels respectively, and K is the number of classes. We use
f(z),v(z) to be the prediction over the set of classes V.
Given a specified targeted class ¥, the targeted transferable
attacks aim to generate adversarial examples x4, from the
white-box model f that satisfy v(z44y) = y;. Following
previous works, we enforce a L,-norm constraint on per-
turbations, which can be formulated as ||Zqqp — || =
[16]lcc < €, where § is the perturbation, e denotes a con-
stant of the norm constraint. Given a classification loss J
(e.g. CE loss) of f, the targeted attack of I-FGSM can be
formulated as:

8o =0,90 =0, )
git1 = VsJ(f(z +8:),yt), 2
Siv1 = 6; — a * sign(git1), (3)
Siv1 = Clipy (8iv1), C))

where §;, g; denote the adversarial perturbation and the gra-
dient of the i-th iteration, ¢ = [0,...,] — 1] and T is the
maximum number of iterations; « is the step size; the func-
tion Clip, .(-) projects ¢ to the vicinity of x for satisfying
the L,-norm constraint. Specifically, -FGSM first initial-
izes dp and gg as 0 (Eq.1). Then it calculates the gradients
of the loss function with respect to the perturbation (Eq.2),
and drives the prediction of f on the adversarial example
towards the targeted class by minimizing J(f(x + 6;), y¢)
(Eq.3). Finally, it restricts the adversarial perturbation with
the L,-norm constraint (Eq.4). Eq.2, 3, 4 are performed al-
ternately until the maximum iteration is reached. Through

12283



1751 B I-FGSM

150 A Il DTMI

125 A
100 A
75 4
50 4
25 A

Successful attacks on other images

O = T T T T T
0 200 400 600 800 1000
Generated adversarial perturbations

(a) Universal evaluation

©c o o ©
o N o ©

Cosine similarity
o
o

==

Benign

©
N

I-FGSM DTMI  DTMI-SU

(b) Feature similarity analysis

Figure 2. (a) For each targeted perturbation generated by I-FGSM or DTMI, we calculate the number of successful targeted attacks caused
by adding this perturbation to benign images other than the original optimized image. (b) We average the cosine similarity of intermediate
features among different benign images or universal adversarial images that are generated by adding the same perturbation to these benign

images.

this greedy update, I-FGSM is easily caught in local max-
ima and over-fitting to f, which results in performing poorly
for targeted attacks. Therefore, previous work [36] utilizes
the combination of DI [33], TI [4] and MI [3] as the base-
line, since it could achieve more stable performances with
a large number of iteration compared to I-FGSM. For con-
venience, we abbreviate the name of this combination as
DTMI. DTMI replaces Eq.2 with

W - VsJ(f(T(z+ 6i,p)), yr)
W - Vs (f(T(x+6:p)) y0)ll1”
where T'(z + d;,p) perform random resizing and padding

with a probability p in DI, W is the pre-defined convolution
kernel in TI, w4 is a decay factor in MI.

Gi+1 = K- gi + )

3.2. Universality of Targeted Perturbations

Transferable targeted attacks aim to generate cross-
model perturbations that drive the prediction of different
models towards predicting the same specified class. It re-
quires perturbations generated from one white-box model
are model-agnostic, i.e., universal to different models. A
simple way to meet this requirement is to optimize pertur-
bations on massive models. However, it may be imprac-
tical in the real world, because the number of white-box
models is usually limited. In contrast, targeted universal
adversarial perturbations (UAP) [17] lead to a specific pre-
diction y; of DNNs for almost all images. [34] attributes
this phenomenon to the dominant features produced by Tar-
geted UAP. Specifically, let §,, denote targeted UAP, they
conclude that the predictive logit vectors of §,, have a higher
linear correlation with that of = + d,,, while the linear corre-
lation between x and z + 4, is low. It suggests that the fea-
tures of d,, represent the feature distribution of the specific

targeted class and dominate the prediction of DNNs. There-
fore, targeted UAP could transfer to attack other models
trained on the same dataset, because these models share the
similar feature distribution of the target class. In summary,
universality may correlate to transferability in targeted at-
tacks. Motivated by the above analysis, we delve into the
divergence between perturbations crafted by I-FGSM and
DTMI from the perspective of universality.

To further verify the findings in the above analysis, we
conduct experiments to show the correlation between uni-
versality and targeted transferability. We optimize targeted
perturbations on the ImageNet-compatible dataset (dataset
details are in Section 4.1) by [-FGSM and DTMI using
DenseNet121 as the white-box model. Here CE loss is uti-
lized as classification loss. Given a set of benign images
® = {z},...,2™, ...,2M}, we generate the perturbation for
each image in the set. Denote §"" as the generated pertur-
bation for ™. To evaluate the universality of §”*, we add
0™ to all benign images other than x™, and calculate the
number of successful targeted attacks on DenseNet121 by:

f: {1, if f(z7 +0™) =y,

0, otherwise.

(6)

J=1j#m

The number of successful targeted attacks is used as the
metric to evaluate the universality of §”*. A higher num-
ber denotes better universality.

Figure 2a shows the comparison of universality between
each perturbation crafted by I-FGSM and DTMI. For bet-
ter visualization, we sort perturbations in descending order
based on their universality reported in I-FGSM. Notably,
DTMI attains higher universality than I-FGSM for each per-
turbation. This is because, aided by the diverse input pat-
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terns provided by DI, DTMI makes the perturbations to be
universal to these input patterns. Since DTMI achieves bet-
ter targeted transferability than I-FGSM [36], we can ba-
sically draw a conclusion that there is a relatively positive
correlation between universality and targeted transferabil-
ity.

To provide insights on how the targeted perturbation af-
fects the image features, we compare the average cosine
similarity of intermediate features between benign images
and adversarial images that generated by adding one spe-
cific targeted perturbation to these benign images. Specif-
ically, these benign images can be denoted by ", which
is the set of z7 satisfying f(z7 + 0™) = y;. Adversarial
images can be denoted by {7 + 6™} for z; € ™. Figure
2b shows the changes in the feature similarity after adding
the same perturbation 6™. It can be observed that after
adding this perturbation, the image features become more
similar. This is because the targeted perturbations drive fea-
tures from different benign images towards the feature dis-
tribution of the target class. In other words, compared to be-
nign images, targeted perturbations produce more dominant
features. In addition, from Figure 2b, we can also find that
compared to I-FGSM, targeted perturbations generated by
DTMI make the image features more similar. Since DTMI
achieves better targeted transferability than I-FGSM, the re-
sult basically indicates that perturbations with highly tar-
geted transferability will produce more dominant features
and enjoy higher universality. The above analysis suggests
that adversarial examples with high universality tend to be
more transferable in targeted attacks.

3.3. Self-Universality (SU) Attack

To enhance the universality of adversarial perturba-
tions for transferable targeted attacks, we propose the Self-
Universality (SU) attack method. Instead of optimizing
the perturbations on different images to achieve universal-
ity, our SU method optimizes the perturbation to be ag-
nostic to different local regions within one image, which
is called self-universality. In this way, our method is able
to generate the universal perturbations without extra data.
To achieve self-universality, our method generates pertur-
bations by incorporating randomly cropped local regions
within one image into the iterative attacks. To create lo-
cal input patterns, we consider the random cropping, which
crops images into a local image patch by the scale parame-
ter s = {s, Sint }. Where s; denotes the lower bound for the
area of the random cropped images, and s;,,; is the interval
value between the lower and upper bounds, thus s; + Sin¢
is the upper bound. After cropping images, we resize them
to the same shape as benign images. Let Loc(z, s) be the
random cropping and the resizing operations®. In addi-

*We perform it by RandomResizedCrop in torchvision and ignore the
parameter of the random aspect ratio.

Algorithm 1 DTMI-SU attack

Input: the classification loss function J, white-box model
f, benign image x, targeted class y;.

Parameter: The perturbation budget ¢, iteration number
I, step size «, scale parameter s = {sj, S;n:}, weighted
parameter A\, and DTMI parameters 7'(-, p), W, p.

Output: The adversarial example .4, .

Initialize §y and gg by Eq.1
fori=0tol —1do
Random cropping and resizing: & = Loc(z, )
DI: 2’ =T(z + 6;,p); &' =T(& + d;,p)
Calculate gradients: g;11 = Vs(J(f(z'), ) +
J(f(@), ) = A- CS(fi(@"), fuld)))
9it1 = B 9i T [Wogialln
Update and Clip §;41 by Eq.3, 4
end for
return r + 0y

A L

© e

tion, motivated by Figure 2b, we propose a feature sim-
ilarity loss to maximize the cosine similarity of interme-
diate features between the adversarial global and local in-
puts. Under this design, SU could generate perturbations
with more dominant features. This loss can be formulated
by CS(fi(x+9;), fi(Loc(z, s)+9;)), where f;(-) means to
extract features from the [-th layer of the white-box model
f, the function C'S(,-) calculates cosine similarity score
of features between adversarial global and local inputs. In
summary, the proposed SU replaces Eq.2 with:

gi+1 =Vs(J(f(z +6:),yt) + J(f(Loc(z, s) + i), yt)
=X COS(fi(z +8:), filLoc(x, s) + 0))),
(7

where \ weights the contribution of the classification loss
and the proposed similarity loss.

In this way, the perturbation optimization of SU can im-
prove the self-universality of perturbations, and the maxi-
mization of the cosine similarity can align intermediate fea-
tures between adversarial global and local inputs for im-
proving the dominance of feature representation of pertur-
bations. Following [36], we integrate SU with the base-
line DTMI to further boost targeted transferability, which
we named DTMI-SU. We show DTMI-SU in Algorithm 1.
In the end, SU can generate adversarial perturbations with
high dominant features by incorporating local images, as
shown in Figure 2b, hence improving targeted transferabil-

1ty.
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Model Layer1 Layer2  Layer3 Layer 4
Res50 Block-1 Block-2  Block-3 Block-4
Denl121 Block-1 Block-2  Block-3 Block-4
VGG16 ReLU-4 ReLU-7 ReLU-10 ReLU-13
Inc-v3 Conv-4a Mix-5d Mix-6e Mix-7c

Table 1. Intermediate layers for feature extraction. “Block™ means
the basic block in ResNet50 and DenseNet121. “ReLU-k” denotes
the k-th ReLU layer.

4. Experiment
4.1. Experimental Settings
4.1.1 Dataset and models

Following [36], we attack four diverse classifier archi-
tectures: ResNet50 [5], DenseNet121 [6], VGGNetl6
[20], and Inception-v3 [21] with the ImageNet-compatible
dataset’. The architectures of these four models are more
diverse and challenging than the ones used in [12]. The
used dataset is first introduced by the NIPS 2017 Compe-
tition on Adversarial Attacks and Defenses. It consists of
1,000 images and corresponding labels for targeted attacks.

4.1.2 Attack setting

We use the Targeted Attack Success Rate (TASR) to eval-
uate the targeted attack on one black-box model, which is
the rate of adversarial examples that are successfully clas-
sified as the targeted class by the black-box model. Hence,
the methods with higher TASR can generate adversarial ex-
amples with high targeted transferability. Following [36],
we set the maximum perturbation as € = 16, the step size
as o = 2, the maximum number of iterations as I = 300,
For each model, we select one layer 1/2/3/4 from shallow to
deep layers (as shown in Table 1) to extract features.

4.2. Performance Comparison

Following [36], we adopt the combination of DI, TI and
MI (DTMI) as the baseline. The parameters of DTMI are
the same as [36]. We then integrate the proposed SU method
with several baselines: CE loss with DTMI (DTMI-CE)
and Logit loss [36] with DTMI (DTMI-Logit). We exclude
Po+Trip [12] in the comparison because it has a worse per-
formance than the Logit loss.

For SU, the weighted parameter X is set as 1073, the
scale parameters s is set as (0.1, 0), and the layer 3 is used
to extract features. These parameters will be discussed in
Section 4.3.

fhttps://github.com/cleverhans—lab/cleverhans/
tree/master /cleverhans_v3.1.0/examples/nipsl7_
adversarial_competition/dataset

o i

[

Attack Method
—e— DTMI-CE
DTMI-CE-SU
—v— DTMI-Logit
—v— DTMI-Logit-SU

Now
)

S
Gradient Norm

TASR (%)

Attack Method
—— DTMI-CE
DTMI-CE-SU

o o m
> & o

20 100 200 300 0 50 100 150 200 250 300
Iterations Iterations

(a) TASR (%)

Figure 3. (a) TASR (%) of attacking ResNet50 from DenseNet121.
(b) Gradient norm of performing DTMI-CE and DTMI-CE-SU
when using DenseNet121 as the surrogate model.

(b) Gradient norm

Single-model transferable attacks. We conduct single-
model transferable experiments by selecting one model as
the white-box model to attack the other three black-box
models. Table 2 shows the results. We have the follow-
ing observations. First, the proposed SU method achieves
higher TASR than DTMI-CE and DTMI-Logit by a large
margin in almost all cases. It suggests that the proposed
SU is suitable for different classification loss functions.
Second, the attacks using ResNet50 and DenseNetl121 as
white-box models outperform that using VGGNetl6 and
Inception-v3, which is also observed in [8, 9, 36]. It may
be caused by the skip connection structure, which mitigates
the gradient vanishing/exploding problem in a large num-
ber of iterations and emphasizes features of lower layers
by backpropagating gradients on both residual modules and
skip connections. These features tend to transfer among
different models [30, 31]. Third, SU performs worse than
other methods when using a small number of iterations (e.g.
I = 20). This is because SU requires a large iteration for
convergence, illustrated in Figure 3a. Especially for the CE
loss, DTMI achieves the convergence at I = 20, while
DTMI-SU steadily improves performance as the iteration
increases, since SU can eliminate the vanishing gradient
caused by CE, as shown in 3b. We also perform experiments
with a smaller perturbation budget e = 8, which are shown
in Appendix. It follows a similar trend as Table 2. These
results jointly demonstrate the effectiveness of SU. In addi-
tion, we visualize adversarial examples in Appendix. These
adversarial examples, which humans can correctly under-
stand, lead to the specific target prediction of DNNs.

Ensemble model transferable attacks. As mentioned
above, the targeted perturbations generated from a set of
models are more model-agnostic, and thus can obtain high
cross-model transferability. Hence, we select one black-
box model to attack, and use the other three models as
white-box models. Following [36], we simply assign equal
weights to all white-box models. Results are shown in Ta-
ble 3. As can be seen, compared to single-model transfer-
able attacks, ensemble attacks achieve much better perfor-
mance. It demonstrates that the model-agnostic perturba-
tions can easily transfer to attack other models. In addi-
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White-box Model: Res50

White-box Model: Densel21

Attack
— Densel21 — VGG16 — Inc-v3 — Res50 — VGG16 — Inc-v3
DTMI-CE 27.1/39.7/44.3 18.9/27.6/29.4  2.2/3.4/4.1 12.9/16.7/18.4  8.1/10.6/10.6 1.7/2.2/3.2
DTMI-CE-SU 6.2/27.8/54.2 3.0/20.2/45.4 0.2/4.5/10.1 2.6/17.6/39.4 1.4/12.6/32.4  0.2/4.8/10.8
DTMI-Logit 30.4/64.4/71.8 22.6/55.1/62.8 2.7/7.1/9.6  16.1/39.3/43.7 13.5/33.0/38.1  2.1/7.1/7.7
DTMI-Logit-SU  23.8/63.9/75.5 16.6/55.9/66.9 2.0/8.3/11.6 12.8/42.9/50.2  9.3/37.2/45.2  1.8/7.5/10.4
White-box Model: VGG16 White-box Model: Inc-v3

Attack

— Res50 — Densel21 — Inc-v3 — Res50 — Densel21 — VGG16
DTMI-CE 0.6/0.6/0.5 0.4/0.3/0.4 0.0/0.0/0.0 0.8/1.8/2.4 0.8/2.4/2.9 0.7/1.3/1.8
DTMI-CE-SU 0.2/2.1/2.8 0.2/2.1/3.2 0.0/0.2/0.2 0.4/1.2/2.9 0.2/1.4/5.0 0.1/0.8/2.5
DTMI-Logit 3.0/9.6/11.3 3.2/12.0/13.7 0.1/0.6/0.7 0.9/2.0/2.8 1.1/3.3/5.0 0.6/2.2/3.9
DTMI-Logit-SU  3.4/11.7/13.9 3.3/13.8/16.1 0.2/0.9/0.8 0.6/2.3/4.3 0.5/3.8/7.4 0.3/1.9/4.4

Table 2. TASR (%) of all black-box models under four attack scenarios using ResNet50, DenseNet121, VGGNet16 and Inception-v3
as white-box models, respectively. We conduct these experiments three times and report average TASR with 20/100/300 iterations, the
standard deviation is shown in Appendix. The best results with 300 iterations are in bold.

Ensemble Attack Black-box Model Average
Res50 Densel2l VGGI16 Inc-v3

DTMI-CE 31.1 55.2 51.6 16.1 38.5

DTMI-CE-SU 55.7 65.0 68.2 29.3 54.5

DTMI-Logit 70.2 82.3 82.2 29.1 65.9

DTMI-Logit-SU 75.3 82.9 84.2 34.5 69.2

Table 3. TASR (%) of one black-box model in ensemble transfer attacks. TASR with 300 iterations is reported. The best results are in bold.

Attack Densel2l  VGGI16 Inc-v3 combined with the proposed SU achieve better performance

than other attack methods. I ticular, d to ODI,
DTMI-SI4SU  85.7/87.2 69.0/718 35.8/41.6 O e b CMRATEE 0

SU achieves an average TASR gain of 6%. Such remark-
DTMI-Adm./+SU  89.1/89.4 75.7/79.1 42.1/47.1 .

able improvements demonstrate that the proposed SU can
DTMI-EMI/+SU  71.0/79.0 64.6/82.4 5.0/14.8 . . . -

be easily combined with other existing methods and further
ODI-TMI/+SU 89.9/92.8 81.0/91.7 66.9/72.0

Table 4. Average TASR (%) of different combinational attacks.
We use ResNet50 as the white-box model, and report the results
with 300 iterations. Logit is used here.

tion, the proposed SU further boosts cross-model targeted
transferability. However, the improvement of TASR gained
from DTMI-Logit-SU is not so significant. This can be
explained by the fact that the loss function value of Logit
increases infinitely, while the value of cosine similarity is
bounded. Thus, it impedes the maximization of feature sim-
ilarity. Nevertheless, methods that are combined with SU
can promote targeted transferability in all cases.

Combination with existing methods To further boost
transferable targeted attacks, we combine our method with
other attacks, including SI [13], Admix [24], EMI [25], and
ODI [!]. Table 4 reports the results. The attack methods

improve targeted transferability. In terms of computational
efficiency, SU only requires two forward propagations for
global and local inputs per iteration, which is lower than SI,
Admix, and EMI (which require > 5 forward propagations).
To compare SU with ODI, we report the computation time
(sec) required to generate an adversarial example. DTMI-
SU and DTMI-ODI require 2.3 and 2.6 sec, respectively. It
indicates that SU requires less computation time than previ-
ous methods.

4.3. Ablation Studies

In this section, we utilize CE as the classification loss to
investigate the effects of each component and various hyper-
parameters. In addition, we investigate the effects of differ-
ent regions of random cropping.

Effect of components. The evaluations are conducted
on four attack scenarios using ResNet50, DenseNetl21,
VGGNetl6 and Inceptionv3 as white-box models, respec-
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Local Feature Similarity Loss  Averaged TASR
- - 9.8
v - 10.9
v v 15.6

Table 5. Average TASR (%) of black-box models for our proposed
method with different component combinations. The classification
loss is set as CE. ‘v’ indicates that the component is used while
‘-’ indicates that it is not used. TASR is averaged among four
attack scenarios using ResNet50, DenseNet121, VGGNet16 and
Inceptionv3 as white-box models, respectively.
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Figure 4. Average TASR with different values of hyper-parameters
in the attack. The classification loss is set as CE.

tively. We split SU into the local inputs and the feature
similarity loss. Table 5 shows the results of different com-
ponent combinations. As can be seen, both components
improve targeted transferability. And the improvement of
TASR gained from feature similarity loss is more signifi-
cant. It demonstrates the effectiveness of each component
in the proposed SU attack.

Effect of hyper-parameters. The evaluations are con-
ducted by using densenet121 as the white-box model and
averaging TASR among black-box models. The scale pa-
rameter s determines the area of cropped images. When
the area is large, SU overlooks the local structure of in-
puts. Thus, it is vital to study optimal values of s. We
fix the weighted parameter A = 1.0, and the feature ex-
traction layer as layer 3 due to the high transferability
of middle layers [30]. Figure 4a shows the results with
s; € 10.1,0.3,0.5,0.7] and s;,,; € [0.0,0.1,0.2,0.3]. We
observe that the smaller the area of cropped images, the
higher the performance. It suggests that local image patches
that differ significantly from the original images provide
more diverse input patterns for perturbation optimization
and contribute to targeted transferability. Besides, when
s; = 0.1 and s,y = 0.1, the optimal result is reached.
However, the area relative to the original image may fluctu-
ate within [0.1, 0.2]. To keep it stable, we use the parameters
s = (0.1,0.0) to conduct subsequent experiments. Figure
4b shows the results of performing attacks on different lay-
ers and \. Extracting features from layer 3 is better than
other layers. This is because the features captured by shal-
low layers represent the low-level patterns (such as edges),

Res50 VGGI16 Inc-v3

Center 33.0 29.2 9.9
Corner 33.6 30.9 10.8
Whole 394 324 10.8

Uniform 3.1 1.7 0.4

Table 6. TASR (%) of DTMI-CE-SU with different distributions of
local images. The top three rows show different regions of random
cropping. The last row denotes the uniform distribution 2/ (0, 1) of
local images.

Region

while the deepest layer contains more semantic informa-
tion hence is more related to the classification task of the
white-box model [30]. For the weighted parameter A\, we
set A € [1074,1073,1072,1071,10°). When A = 1073,
SU achieves the best result.

Effect of different regions. The regions of random
cropping determine the distribution of local images. The
center may be more related to the object of the image than
the corner. Therefore, we conduct experiments on the cen-
ter, the corner and the whole regions. We also compare the
uniform distribution /(0, 1) of local images. As shown in
Table 6, there is no significant performance difference be-
tween the center and the corner. The reason is that SU con-
centrates on the target class regardless of the object related
to the original class. Therefore, directly providing more lo-
cal input patterns within one image leads to better perfor-
mance in SU. The whole region indeed achieves the best
performance. Moreover, the uniform distribution makes it
difficult to converge, resulting in the worst performance.

5. Conclusion

In this paper, we provide new insight into transfer-based
targeted attacks: more universal perturbations yield better
transferability. Based on this observation, we propose the
Self-University (SU) attack, which optimizes perturbations
on the global image and more diverse local images, and
aligns intermediate features between them. In this way, SU
can make perturbations to be agnostic to different image
regions, resulting in high self-transferability. We conduct
extensive experiments to show that SU can improve tar-
geted transferability regardless of the single-model attack
or ensemble-based attack.
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