Text-guided Unsupervised Latent Transformation for Multi-attribute Image Manipulation
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Abstract

Great progress has been made in StyleGAN-based image editing. To associate with preset attributes, most existing approaches focus on supervised learning for semantically meaningful latent space traversal directions, and each manipulation step is typically determined for an individual attribute. To address this limitation, we propose a Text-guided Unsupervised StyleGAN Latent Transformation (TUSLT) model, which adaptively infers a single transformation step in the latent space of StyleGAN to simultaneously manipulate multiple attributes on a given input image. Specifically, we adopt a two-stage architecture for a latent mapping network to break down the transformation process into two manageable steps. Our network first learns a diverse set of semantic directions tailored to an input image, and later non-linearly fuses the ones associated with the target attributes to infer a residual vector. The resulting tightly interlinked two-stage architecture delivers the flexibility to handle diverse attribute combinations. By leveraging the cross-modal text-image representation of CLIP, we can perform pseudo annotations based on the semantic similarity between preset attribute text descriptions and training images, and further jointly train an auxiliary attribute classifier with the latent mapping network to provide semantic guidance. We perform extensive experiments to demonstrate that the adopted strategies contribute to the superior performance of TUSLT.

1. Introduction

Visual attributes represent semantically meaningful features inherent in images, and attribute manipulation has experienced great improvements, due to the advent of Generative Adversarial Network [13] (GAN)-based generative models, e.g. StyleGAN [21, 22] and StarGAN [7, 8]. Recent works [15, 37, 43] have discovered that the latent space of StyleGAN possesses semantic disentanglement properties, enabling a variety of image editing operations via latent transformations.

StyleGAN-based methods for image attribute manipulation typically involve a large number of manual annotations or well-trained attribute classifiers. Furthermore, the discovered semantic latent directions are associated with individual attributes. The editing on a target attribute is carried out by moving the latent code of an input image along one of the directions. For \( K \) target attributes, these models require \( K \) transformation steps to handle the translation. As a result, they are not scalable to the increasing number of target attributes in multi-attribute transformation tasks. As shown in Figure 1, we test a state-of-the-art supervised
Figure 2. Overview of the proposed model, TUSLT, consisting of two learnable components: an auxiliary attribute classifier $A$ trained on the CLIP-based labeled data, and a latent mapping network $\{\Gamma, \Phi\}$. $\Gamma$ infers latent directions $\{\gamma^{(1)}_w, \ldots, \gamma^{(K)}_w\}$ for preset attributes, and $\Phi$ transforms the target-related directions as indicated by mask $M_{\Delta}$ into a residual vector $\gamma^\Delta_w$, to which the initial latent code is added. Precise multi-attribute transfer is allowed by such a single transformation step, and the generator $G$ synthesizes a new image reflecting the target attributes under the guidance of $A$ and CLIP encoders.

model, StyleFlow [2], and find that multiple transformation steps lead to undesired deviation from the input image on irrelevant attributes. Compared to the state-of-the-art text-driven model, StyleCLIP [33], we can also achieve a better manipulation result by seeking a single latent transformation step for the task.

More specifically, we propose a Text-guided Unsupervised StyleGAN Latent Transformation (TUSLT) model that supports simultaneous manipulation on multiple attributes. As shown in Figure 2, the key is to jointly learn a mapping network to infer the latent transformation and an auxiliary attribute classifier to assess manipulation quality. We employ the Contrastive Language-Image Pre-training (CLIP) model [34] to generate pseudo-labeled data by measuring the semantic similarities between attribute text descriptions and training images. Compared to CLIP, the jointly trained classifier extracts domain-specific information to better characterize the differences among attributes. This benefits the mapping network to seek more suitable transformations, such that the synthesized images reflect target attributes. Further, we adopt a two-stage architecture for the mapping network: the earlier stage employs a prediction subnetwork to infer a set of semantic directions, and the latter stage operates on the resulting directions and nonlinearly fuses the target-related ones. The intermediate semantic directions are associated with preset attributes and tailored for the input image. This design allows us to deal with a wide range of attribute combinations in a single transformation step. We perform extensive experiments and provide both qualitative and quantitative results in diverse multi-attribute transformation tasks, showing the superiority of our model over the competing methods.

In summary, the main contributions of this work are given as follows: (a) The existing image editing methods focus on discovering semantic latent directions associated with individual visual attributes, and a sequential manipulation process is thus needed for multi-attribute manipulation. In contrast, the proposed model infers a single step of latent space walk to simultaneously manipulate multiple attributes. (b) Benefiting from the cross-modal text-image representation of CLIP, we jointly train a latent mapping network with an auxiliary attribute classifier, which leads to more precise attribute rendering without requiring additional manual annotations. (c) Due to the two-stage nature, our latent mapping network breaks down the challenging multi-attribute manipulation task into sub-tasks: inferring diverse semantic directions and integrating the target-related ones into a single transformation vector. This design gives our model interpretability and flexibility in dealing with a variety of attribute combinations.

2. Related Work

2.1. Generic Image-to-image Translation

As one of the earliest image translation models, pix2pix [18] learnt a cross-domain mapping via conditional GAN [31]. In addition to an adversarial training loss, the consistency regularization between each input image and the corresponding ground truth was imposed in the training process. To alleviate the problem of pairwise training data, many unpaired image translation models have been developed. UNIT [29] trained two generators to approximate the joint distribution of images from different domains. Cy-
cycle consistency regularization was adopted in CycleGAN [48] and DiscoGAN [23]. To efficiently learn the mappings among multiple domains, StarGAN [7, 9] was a unified framework in which a single generator was trained to translate an input image into different domains, conditioned on domain information.

2.2. Attribute Manipulation

FaderNet [26] used an encoder-decoder architecture and learnt attribute-aware latent representations in an unsupervised manner. To ensure correct manipulation on the desired attributes, an attribute classification constraint was incorporated in AttGAN [16]. Instead of handling all target attributes, STGAN [28] contained a selective translation module to only encode the changed attributes, based on the difference between source and reference images. In IOA-GAN [5], the relationship of preset attributes were leveraged via a Graph Convolutional Network (GCN) [25] to infer and inject an integrated embedding of attributes into a translation network.

The latent spaces of GANs demonstrate promising semantic organization [10, 12, 19]. With the progress of high-fidelity GAN inversion [14, 36, 40], there are many works on exploring the latent space of a pre-trained StyleGAN generator for image manipulation [3, 41]. SeFa [39] disentangled semantics from StyleGAN by decomposing the matrix of generator weights. In addition, LEFS [47] applied sparse representation learning to unsupervised semantic disentanglement. As a representative supervised method, InterFaceGAN [38] searched for semantic latent directions by solving a series of binary classification problems about preset attributes. Instead of latent directions, StyleSpace [43] explored style-associated channels with the help of a pre-trained classifier. Different from the above linear latent transformation methods, StyleFlow [2] employed a conditional flow model to learn non-linear paths for attribute manipulation.

2.3. Text-guided Image Editing

Cross-modal representation learning on visual and language data brings about substantive progress in text-guided image synthesis. An early attempt was to train a GAN-based model [31], conditioned on text embedding [35]. Further, a stacked structure [46] and an attention-based regularization approach [45] were designed to improve synthesis quality. In [30, 32], image content from visual attributes were disentangled and associated with text descriptions without using manually annotated data. ManiGAN [27] aimed to learn text and image cross-modality representations, such that semantic regions were associated with the corresponding text via an affine transformation. TediGAN [44] aligned and projected text and image representations into the latent space of StyleGAN. Further, StyleCLIP [33] integrated CLIP [34] with StyleGAN to leverage CLIP-based linguistic-visual semantic consistency regularization for better manipulation quality.

Among the aforementioned models, StyleFlow [2] and StyleCLIP [33] are the most relevant to our work. StyleFlow is a supervised method, and the learnt semantic directions are associated with individual attributes. For multi-attribute manipulation, StyleFlow needs a sequential transformation process, in which the target attributes are edited one at a time. In contrast, the proposed model learns to infer a single transformation step to simultaneously manipulate multiple attributes in an unsupervised manner. StyleCLIP trains a dedicated mapping network for each text description, and thus has limited scalability in handling a variety of attribute combinations. Unlike StyleCLIP, our model uses a two-stage mapping network and jointly trains an auxiliary attribute classifier without manual annotations. This structure benefits the scalability and semantic accuracy in changing multiple attributes.

3. Proposed Method

Our goal is to translate an input image into a new one reflecting the target attributes. Based on the linguistic-visual representation of CLIP, we can pseudo-label training images by measuring the semantic similarities between attribute text descriptions and training images. We believe that an auxiliary attribute classifier can capture the most discriminative information, which complements the role of CLIP encoders to a certain extent. Based on this, the constructed supervision is leveraged by jointly training a latent mapping network and the classifier. The former has a two-stage architecture to infer a diverse set of semantic latent directions followed by selectively integrating target-related ones, and the latter provides semantic guidance. As a result, multi-attribute manipulation can be precisely carried out in a single forward pass.

3.1. Auxiliary Attribute Classifier

CLIP consists of a text encoder $E^{txt}$ and an image encoder $E^{img}$, and encodes both types of input into 512-D embedding vectors. Let $T = \{t^{(1)}, \ldots, t^{(K)}\}$ denote a set of text prompts, and $t^{(i)}$ describes the $i$-th preset attribute. To identify the attributes reflected in images, we embed training images and $T$ in the shared embedding space, and measure the semantic similarity as

$$S^{(i)}(x) = \cos(E^{txt}(t^{(i)}), E^{img}(x)), \quad (1)$$

where $\cos(\cdot, \cdot)$ denotes the cosine distance between input vectors. $S^{(i)}(x)$ should be larger when $t^{(i)}$ and $x$ represent the same attribute. At this point, we pseudo-annotate training images, and the corresponding label $\hat{y}^{(i)}$ is defined as

$$\hat{y}^{(i)} = \begin{cases} 1, & \text{if } S^{(i)}(x) > \tau, \\ 0, & \text{otherwise,} \end{cases} \quad (2)$$
where $\hat{y}^{(i)}$ indicates whether image $x$ reflects attribute $i$, and $\tau$ is a threshold. Based on the constructed supervision, we train an auxiliary classifier $A$ to capture the visual characteristics of preset attributes. For multi-attribute recognition, the evaluation term is defined as

$$L^{cls} = E_x \left[ \sum_{i=1}^{K} -\hat{y}^{(i)} \log A^{(i)}(x) \right],$$

where $A^{(i)}(\cdot)$ represents the predicted probability of an input reflecting attribute $i$. Different from $E^{img}$ that is trained on generic data, $A$ focuses more on the domain-specific data, and can be expected to learn the most discriminative features to identify preset attributes.

### 3.2. Latent Mapping Network

The latent space $W$ of StyleGAN possesses semantic disentanglement properties, and the works [1, 36, 40] further extend to $W^+$ for better inversion quality. For a given input image $x$, we adopt the e4e model $E^{sty}$ [40] to predict its latent code $w = E^{sty}(x)$ in the $W^+$ space.

It is challenging to directly infer the latent transformations for a variety of attribute combinations. To address this problem, we design a two-stage architecture for our latent mapping network. The first stage is based on a direction prediction subnetwork $\Gamma$ that produces latent directions denoted by $\Gamma(w) = \{\gamma_w^{(1)}, \ldots, \gamma_w^{(K)}\}$, where $\gamma_w^{(i)}$ associates with the preset attribute $i$, conditioned on $w$. At the second stage, a fusion subnetwork $\Phi$ operates on the produced directions. We define a binary vector $\Delta \in \{0, 1\}^K$ to indicate target attributes. $\Phi$ learns to integrate the directions as indicated by $\Delta$, and infer a residual vector $\gamma^\Delta_w$ defined as

$$\gamma^\Delta_w = \Phi(w, M_\Delta \otimes \Gamma(w)), \tag{4}$$

where the mask $M_\Delta$ is constructed by broadcasting $\Delta$ across an array having the same dimensionality as the latent code, and $\otimes$ denotes the Hadamard product. As a result, multi-attribute manipulation can be carried out by simply adding the initial latent code to the residual vector. The generator $G$ of StyleGAN is employed to decode the resulting latent vector as

$$\hat{x}^\Delta = G(w + \alpha \gamma^\Delta_w), \tag{5}$$

where $\alpha$ controls the manipulation strength. Although our mapping network stacks two stages, each stage has access to the latent code of the input image.

To ensure that the intermediate directions are semantically meaningful, they are required to work directly on the manipulation process of individual attributes. In this case, $\Phi$ should not produce any changes to a single direction as input, and the corresponding invariance loss is formulated as follows:

$$L^{sngl} = E_x \left[ \sum_{i=1}^{K} \|\Phi(w, M_i \otimes \Gamma(w)) - \gamma_w^{(i)}\|_2 \right], \tag{6}$$

where $M_i$ denotes the mask for selecting $\gamma_w^{(i)}$ only. This design allows the mapping network to flexibly learn transformations with respect to different attribute combinations.

### 3.3. Semantic Evaluation

**Target attribute identification.** The synthesized image $\hat{x}^\Delta$ should properly reflect the target attributes as indicated by $\Delta$. We leverage both classifier $A$ and CLIP encoders $\{E^{txt}, E^{img}\}$ to impose a target attribute identification loss, and the formulation is expressed as follows:

$$L^{trgt} = E_{(x, \Delta)} \left[ \sum_{i=1}^{K} -\Delta(i) \log A^{(i)}(\hat{x}^\Delta) \right] + \sum_{i=1}^{K} \Delta(i) \left(1 - \cos(E^{txt}(t^{(i)}), E^{img}(\hat{x}^\Delta))\right). \tag{7}$$

In the above equation, the first term evaluates the predictions of $A$, and the second term measures the semantic consistency between the manipulation result and attribute text descriptions in the embedding space of CLIP. By minimizing $L^{trgt}$, our mapping network seeks suitable transformations such that the target attributes can be well reflected in both views of $A$ and CLIP. In this way, we significantly improve the semantic accuracy of the transformation.

**Non-target attribute preservation.** Minimizing the above losses does not guarantee that the synthesized images properly preserve the content of the input images while at the same time changing only the part related to the target attributes. To ensure that irrelevant attributes are unchanged before and after transformation, we further impose an attribute-aware consistency regularization on the mapping model. Specifically, we define the attribute-aware representation as

$$f^A_\Delta(\hat{x}^\Delta) = \nu^{(i)} \otimes f_A(\hat{x}^\Delta), \tag{8}$$

where $f_A(\cdot)$ denotes the attribute classifier features, and $\nu^{(i)}$ represents the weight vector of the head associated with the $i$-th attribute. With the help of $\nu^{(i)}$, we can suppress the less informative features and highlight the useful ones due to the reason that the $i$-th head measures its emergence in images. By modulating the classifier features in this way, the resulting ones capture more specific information, and we thus measure the semantic consistency on non-target attributes as

$$L^{prsv} = E_{(x, \Delta)} \left[ \sum_{i=1}^{K} (1 - \Delta^{(i)}) \|f^A_\Delta(\hat{x}^\Delta) - f_A^{(i)}(x)\|_2 \right]. \tag{9}$$
Compared to the predictions of $A$, we find that the features $\{f_A^1, \ldots, f_A^K\}$ encode richer information on the attributes. Minimizing $L^{\text{prsv}}$ enforces our model to preserve the non-target characteristics of the input image while manipulating the target attributes faithfully.

### 3.4. Model Optimization

By integrating the above aspects of classifier training, mapping regularization and evaluation, the optimization formulation of the learnable components is expressed as follows:

$$
\begin{align*}
\min_A & \quad L^{\text{cls}}_A, \\
\min_{\Gamma} & \quad L^{\text{trgt}}_\Gamma + L^{\text{prsv}} + \lambda L^{\text{loc}} \\
\min_{\Phi} & \quad L^{\text{trgt}}_\Phi + L^{\text{prsv}} + \lambda L^{\text{loc}} + \mu L^{\text{sngl}},
\end{align*}
$$

(10)

where the local searching term $L^{\text{loc}}$ is defined as

$$
L^{\text{loc}} = E(x, A) \left[ \max(\|y_\Delta - w_\Delta\|_2 - \epsilon, 0) \right],
$$

(11)

and $\epsilon$ is a margin. Minimizing $L^{\text{loc}}$ prevents the modified latent code from deviating too far from the initial one. In addition, $\lambda$ and $\mu$ in Eq.(10) are the weighting factors that control the relative importance of the regularization terms, compared to the semantic evaluation terms, respectively. We jointly train $\{A, \Gamma, \Phi\}$ from scratch to flexibly transform input images by randomly specifying the target attributes. Note that we do not perform a dedicated optimization for individual attribute (combination). In the test stage, both $\Gamma$ and $\Phi$ are fixed, and attribute manipulation is performed in a single forward pass for any given data.

### 4. Experiments

In this section, we first describe the test datasets and evaluation setups. Next, we investigate the effect of the main components of TUSLT. We further compare our model against multiple leading methods by performing both user studies and quantitative evaluation. Note that all the experimental results are obtained by applying the model on unseen images during the training phase.

#### 4.1. Experimental Setup

Datasets and preset attributes CelebA-HQ [20] is a widely used benchmark for facial image editing, and contains 30k high-resolution face images of celebrities. We follow [33] to set 38 attributes on hair style, hair color, expression, gender, age and others. We also use the animal and anime face datasets, AFHQ-cats/dogs [9] and Danbooru AnimeFace [4], with large intra-domain differences to evaluate the proposed model in manipulating 4 and 6 preset attributes, respectively.

#### 4.2. Analysis of Main Components

**Semantically meaningful directions.** We first perform an experiment to demonstrate the effectiveness of the prediction subnetwork $\Gamma$ in inferring diverse semantic directions associated with preset attributes. For individual attributes, the manipulation is performed along the directions produced by $\Gamma$. In Figure 3, we visually compare with the main competing method, StyleCLIP, and observe that TUSLT is able to render more precise semantics about the target attributes.

**Precise manipulation on multiple attributes.** To assess the fusion subnetwork $\Phi$, we can feed the directions
\( \gamma_{\text{CLIP}} = \{\gamma^{(1)}_{\text{CLIP}}, \ldots, \gamma^{(K)}_{\text{CLIP}}\} \) learnt by StyleCLIP, and the resulting model is referred to as \( \gamma_{\text{CLIP}} + \Phi \). On the other hand, we build another variant ‘TUSLT w/o A’ by disabling the attribute classifier. In addition to visualizing the synthesis results in Figure 4, we report the TARR and IDD scores of the variants in Figure 5. ‘\( \gamma_{\text{CLIP}} + \Phi \)’ achieves comparable performance with StyleCLIP in terms of TARR, while the IDD value of the former is significantly lower than that of the latter. This confirms the effectiveness of \( \Phi \) in identity preservation. The results of ‘TUSLT w/o A’ are unsatisfactory due to the lack of domain-specific knowledge learnt from the target data. In contrast, benefiting from \( A \), our full model exhibits more precise manipulation ability.

**Irrelevant attribute preservation.** It is also an important aspect to preserve the visual characteristics of the input image apart from the target attributes before and after transformation. We construct the attribute-aware features by Eq.(8) and impose the corresponding regularization term \( L_{prsv} \) defined in Eq.(9). We remove \( L_{prsv} \) from the overall training loss to build a variant ‘TUSLT w/o \( L_{prsv} \)’. In Figures 4-5, we can observe that removing \( L_{prsv} \) leads to more significant changes on the target attributes (a higher TARR score), while at the same time increasing the identity distance between input and transformed images. The results suggest that our strategy leads to a significant improvement in the maintenance of irrelevant attributes.

**4.3. Human Evaluation**

We perform user studies to evaluate TUSLT and a number of main leading methods in multi-attribute manipulation tasks. For InterFaceGAN and StyleFlow, we perfor-
Figure 7. Diverse image synthesis results of TUSLT and StyleCLIP.

Table 1. The result of ranking TUSLT and competing models in multi-attribute transfer tasks. MA, IAP and VR denote Manipulation Accuracy, Irrelevant Attribute Preservation and Visual Realism, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>MA</th>
<th>IAP</th>
<th>VR</th>
</tr>
</thead>
<tbody>
<tr>
<td>TUSLT (Ours)</td>
<td>1.25</td>
<td>1.31</td>
<td>1.44</td>
</tr>
<tr>
<td>StyleCLIP [33]</td>
<td>2.51</td>
<td>2.44</td>
<td>2.81</td>
</tr>
<tr>
<td>StyleFlow [2]</td>
<td>2.63</td>
<td>3.25</td>
<td>2.56</td>
</tr>
<tr>
<td>InterFaceGAN [38]</td>
<td>3.69</td>
<td>3.31</td>
<td>3.38</td>
</tr>
<tr>
<td>TediGAN [44]</td>
<td>4.94</td>
<td>4.69</td>
<td>4.81</td>
</tr>
</tbody>
</table>

Table 2. Quantitative comparison of TUSLT and competing methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>FID (↓)</th>
<th>IDD (↓)</th>
<th>PSNR (↑)</th>
<th>SSIM (↑)</th>
<th>TARR (↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TUSLT (Ours)</td>
<td>56.91</td>
<td>0.45</td>
<td>24.92</td>
<td>0.75</td>
<td>87.85</td>
</tr>
<tr>
<td>StyleCLIP [33]</td>
<td>63.93</td>
<td>0.48</td>
<td>19.24</td>
<td>0.71</td>
<td>85.74</td>
</tr>
<tr>
<td>StyleFlow [2]</td>
<td>61.53</td>
<td>0.46</td>
<td>21.84</td>
<td>0.73</td>
<td>85.10</td>
</tr>
<tr>
<td>InterFaceGAN [38]</td>
<td>69.31</td>
<td>0.51</td>
<td>17.92</td>
<td>0.68</td>
<td>81.80</td>
</tr>
<tr>
<td>TediGAN [44]</td>
<td>58.74</td>
<td>0.49</td>
<td>20.61</td>
<td>0.69</td>
<td>18.93</td>
</tr>
</tbody>
</table>

We observe that TediGAN fails in most of the manipulation tasks. In contrast, TUSLT produces images with more precise manipulation results, compared to the main competing models, StyleFlow and StyleCLIP. We can also find that TUSLT is the only model which is able to successfully manipulate all four attributes in the last example. In Figure 7, we visually compare with StyleCLIP in more tasks, and find that TUSLT yields more natural and plausible images.

4.4. Quantitative Evaluation

We further perform a quantitative comparison between the proposed approach and competing methods. Note that this experiment involves the common attribute combinations which all of the competing models are able to manipulate. In Table 2, we report the average quantitative comparison results of our TUSLT and the competing methods in terms of FID, TARR and IDD. In addition, we adopt the metrics of Peak Signal-to-Noise Ratio (PSNR) and Structure SIMilarity (SSIM) to measure low to mid-level similarity between the input and synthesized images. The manipulations are performed on 5 attribute combinations. TUSLT outperforms the competing models by a large margin in both manipulation quality and irrelevant attribute preservation. In particular, our model achieves the highest PSNR/TARR score of 24.92/87.85, which is higher than that of the second best method (StyleFlow 21.84/85.10) by about 3 points.

We further perform a comparison with a CLIP-based image manipulation method, HairCLIP, which focuses on editing hair color and style. Some representative synthesized images are shown in Figure 8, and the corresponding quantitative assessment on 6 attribute combina-
Table 3. Quantitative comparison of TUSLT and HairCLIP.

<table>
<thead>
<tr>
<th>Method</th>
<th>FID (↓)</th>
<th>PSNR (↑)</th>
<th>s_CLIP (↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TUSLT (Ours)</td>
<td>50.10</td>
<td>27.14</td>
<td>0.32</td>
</tr>
<tr>
<td>HairCLIP [42]</td>
<td>50.83</td>
<td>26.31</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Figure 8. Visual comparison between TUSLT and HairCLIP in hair attribute manipulation.

Figure 9. Synthesis results of TUSLT on AFHQ.

Table 3. Quantitative comparison of TUSLT and HairCLIP.

The results shown in Figures 9-10 confirm again that our model is scalable to multi-attribute transformations on animal and anime facial images and lead to significant visual modification.

Figure 10. Synthesis results of TUSLT on AnimeFace.

tions is reported in Table 3. To measure manipulation accuracy, we compute the cosine similarity $s_{\text{CLIP}}$ between the attribute text descriptions and synthesized images in the CLIP feature space. HairCLIP performs less satisfactorily in rendering hair color as described in the text prompts.

**Discussion.** One can find that the results lead to the same conclusions as our user studies. This is mainly due to the joint training of an auxiliary attribute classifier with CLIP-based supervision, and thus precise semantics of preset attributes can be captured. Another reason is the adopted two-stage architecture for latent transformation. Fusing semantically meaningful latent directions simplify the task of multi-attribute manipulation. This allows the proposed model to flexibly transform the input image to reflect a variety of attribute combinations.

**4.5. Results on AFHQ and AnimeFace**

We also show the ability of the proposed model to manipulate multiple attributes on AFHQ-cats/dogs and AnimeFace. For AFHQ, we follow the setting of StyleCLIP to specify preset attribute text descriptions and train TUSLT to capture the corresponding semantics. For AnimeFace, we use the same setting as the experiments on CelebA-HQ. The results confirm again that our model is scalable to multi-attribute transformations on animal and anime facial images and lead to significant visual modification.

**5. Conclusion**

We propose a text-guided unsupervised multi-attribute manipulation model to edit images in a single latent transformation step. Benefiting from the cross-modal image and text representation of CLIP, we can jointly train an auxiliary attribute classifier and a latent mapping network for precise attribute manipulation. We suggest two main reasons why the proposed model is able to successfully manipulate multiple attributes on diverse input images, compared to the leading methods. First, the use of a two-stage architecture enables our model to take care of all preset individual attributes, and thus provide the flexibility to handle diverse attribute combinations. Second, in contrast to CLIP encoders, the classifier learns domain-specific features to identify preset attributes, and offers semantic guidance not only for manipulating target attributes, but for preserving irrelevant attributes of the input image. This work significantly increases the scalability of StyleGAN-based image attribute manipulation without causing any manual annotation cost.
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