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Figure 1. Given a monocular RGBD sequence and 2D object mask (in the first frame only), our method performs causal 6-DoF tracking and 3D reconstruction of an unknown object. Without any prior knowledge of the object or interaction agent, our method generalizes well, handling flat and untextured surfaces, specular highlights, thin structures, severe occlusion, and a variety of interaction agents (human hand / body / robotic arm). The visualized meshes are directly output by the method.

Abstract

We present a near real-time (10Hz) method for 6-DoF tracking of an unknown object from a monocular RGBD video sequence, while simultaneously performing neural 3D reconstruction of the object. Our method works for arbitrary rigid objects, even when visual texture is largely absent. The object is assumed to be segmented in the first frame only. No additional information is required, and no assumption is made about the interaction agent. Key to our method is a Neural Object Field that is learned concurrently with a pose graph optimization process in order to robustly accumulate information into a consistent 3D representation capturing both geometry and appearance. A dynamic pool of posed memory frames is automatically maintained to facilitate communication between these threads. Our approach handles challenging sequences with large pose changes, partial and full occlusion, untextured surfaces, and specular highlights. We show results on HO3D, YCBInEOAT, and BEHAVE datasets, demonstrating that our method significantly outperforms existing approaches. Project page: https://bundlesdf.github.io/

1. Introduction

Two fundamental (and closely related) problems in computer vision are 6-DoF (“degree of freedom”) pose tracking and 3D reconstruction of an unknown object from a monocular RGBD video. Solving these problems will unlock a wide range of applications in areas such as augmented reality [34], robotic manipulation [22, 70], learning-from-demonstration [71], and sim-to-real transfer [1, 15].

Prior efforts often consider these two problems separately. For example, neural scene representations have achieved great success in creating high quality 3D object models from real data [3, 40, 44, 59, 68, 81]. These approaches, however, assume known camera poses and/or ground-truth object masks. Furthermore, capturing a static object by a dynamically moving camera prevents full 3D reconstruction (e.g., the bottom of the object is never seen if resting on a table). On the other hand, instance-level 6-DoF object pose estimation and tracking methods often require a textured 3D model of the test object beforehand [24, 28, 66, 72, 73] for pre-training and/or online template matching. While category-level methods enable generalization to new object instances within the same category [7, 27, 62, 67, 74], they struggle with out-of-distribution object instances and unseen object categories.

To overcome these limitations, in this paper we propose to solve these two problems jointly. Our method assumes that the object is rigid, and it requires a 2D object mask in the first frame of the video. Apart from these two requirements, the object can be moved freely throughout the video, even undergoing severe occlusion. Our approach is similar in spirit to prior work in object-level SLAM [35, 36, 50–52, 64, 85], but we relax many common assumptions, allowing us to handle occlusion, specularity, lack of visual texture and geometric cues, and abrupt object motion. Key to our method is an online pose graph optimization process, a concurrent Neural Object Field to reconstruct the 3D shape and appearance, and a memory pool to facilitate communication between the two processes. The
Our contributions can be summarized as follows:

- A novel method for causal 6-DoF pose tracking and 3D reconstruction of a novel unknown dynamic object. This method leverages a novel co-design of concurrent tracking and neural reconstruction processes that run online in near real-time while largely reducing tracking drift.
- We introduce a hybrid SDF representation to deal with uncertain free space caused by the unique challenges in a dynamic object-centric setting, such as noisy segmentation and external occlusions from interaction.
- Experiments on three public benchmarks demonstrate state-of-the-art performance against leading methods.

2. Related Work

6-DoF Object Pose Estimation and Tracking. 6-DoF object pose estimation infers the 3D translation and 3D rotation of a target object in the camera’s frame. State-of-the-art methods often require instance- or category-level object CAD models for offline training or online template matching [24, 25, 60, 67], which prevents their application to novel unknown objects. Although several recent works [32, 45, 58] relax the assumption and aim to quickly generalize to novel unseen objects, they still require pre-capturing posed reference views of the test object, which is not assumed in our setting. Aside from single-frame pose estimation, 6-DoF object pose tracking leverages temporal information to estimate per-frame object poses throughout the video. Similar to their single-frame counterparts, these methods make various levels of assumptions, such as training and testing on the same objects [28, 38, 54, 63, 69, 72] or pretraining on the same category of objects [30, 38, 65]. BundleTrack [69] shares the closest setting to ours, generalizing pose tracking instantly to novel unknown objects. Differently, however, our co-design of tracking and reconstruction with a novel neural representation not only results in more robust tracking as validated in experiments (Sec. 4), but also enables an additional shape output, which is not possible with [69].

Simultaneous Localization and Mapping. SLAM solves a similar problem to the one addressed in this work, but focuses on tracking the camera pose w.r.t. a large static environment [41, 56, 61, 85]. Dynamic-SLAM methods usually track dynamic objects by frame-model Iterative Closest Point (ICP) combined with color [33, 49, 50, 77], probabilistic data association [55], or 3D level-set likelihood maximization [48]. Models are simultaneously reconstructed on-the-fly by aggregating the observed RGBD data with the newly tracked pose. In contrast, our method leverages a novel Neural Object Field representation that allows for automatic on-the-fly fusion [10], while dynamically rectifying historically tracked poses to maintain multi-view consistency. We focus on the object-centric setting including dynamic scenarios, in which there is often a lack of texture or geometric cues, and severe occlusions are frequently introduced by the interaction agent—difficulties that rarely happen in traditional SLAM. Compared to static scenes studied in object-level SLAM [35, 36, 51, 52, 64], dynamic interaction also allows observing different faces of the object for more complete 3D reconstruction.

Object Reconstruction. Retrieving a 3D mesh from images has been extensively studied using learning based methods [26, 40, 80]. With recent advances in neural scene representation, high quality 3D models can be reconstructed [3, 40, 44, 59, 68, 81], though most of these methods assume known camera poses or ground-truth segmentation and often focus on static scenes with rich texture or geometric cues. In particular, [47] presents a semi-automatic method with a similar goal but uses manual object pose annotations to retrieve a textured model of the object. In contrast, our method is fully automatic and operates over the video stream causally. Another line of research leverages human hand or body priors to resolve object scale ambiguity or refine object pose estimations via contact/collision constraints [4, 6, 16, 18, 21, 23, 31, 76, 79, 84]. In contrast, we do not assume specific knowledge of the interaction agent, which allows us to generalize to drastically different forms of interactions and scenarios, ranging from human hand, human body to robot arms, as shown in the experiments. This also eliminates another possible source of error from imperfect human hand/body pose estimation.

3. Approach

An overview of our method is depicted in Fig. 2. Given a monocular RGBD input video, along with a segmentation mask of the object of interest in the first frame only, our method tracks the 6-DoF pose of the object through subsequent frames and reconstructs a textured 3D model of the object. All processing is causal (no access to future frames) and the object is assumed to be rigid, but no specific amount of texture is required—our method works well with untextured objects. In addition, no instance-level CAD model of the object, nor category-level prior (e.g., training on the same object category beforehand), is needed.

3.1. Coarse Pose Initialization

To provide a good initial guess for the subsequent online pose graph optimization, we compute a coarse object pose estimate \( \tilde{\xi}_t \in SE(3) \) between the current frame \( F_t \) and the previous frame \( F_{t-1} \). First, the object region is segmented in \( F_t \) by leveraging an object-agnostic video segmentation network [8]. This segmentation method was chosen because it does not require any knowledge of the object or the interaction agent (e.g., a human hand), thus allowing our framework to be applied to a wide range of scenarios and objects.

Feature correspondences in RGB between \( F_t \) and \( F_{t-1} \) are established via a transformer-based feature matching network [57], which was pretrained on a large collection

...
of internet photos [29]. Together with depth, the identified correspondences are filtered by a RANSAC-based pose estimator [11] using least squares [2]. The pose hypothesis that maximizes the number of inliers is then selected as the current frame’s coarse pose estimation $\hat{\xi}_t$.

### 3.2. Memory Pool

To alleviate catastrophic forgetting, which can cause long-term tracking drift, it is important to retain information about past frames. A common approach exploited by prior work is to fuse each posed observation into an explicit global model [43, 50, 53]. The fused global model is then used to compare against the subsequent new frames for their pose estimation (frame-to-model matching). However, such an approach is too brittle for the challenging scenarios considered in this work, for at least two reasons. First, any imperfections in the pose estimates will be accumulated when fusing into the global model, causing additional errors when estimating the pose of subsequent frames. Such errors frequently occur when there is insufficient texture or geometric cues on the object, or this information is not visible in the frame. Such errors accumulate over time and are irreversible. Second, in the case of long-term complete occlusion, large motion changes make registration between the global model and the reappearing frame observation difficult and suboptimal.

Instead, we introduce a keyframe memory pool $\mathcal{P}$ that stores the most informative historical observations. To build the memory pool, the first frame $F_0$ is automatically added, thus setting the canonical coordinate system for the novel unknown object. For each new frame, its coarse pose $\hat{\xi}_t$ is updated by comparing to the existing frames in the memory pool, as described in Sec. 3.3, to yield an updated pose $\xi_t$. The frame is only added to $\mathcal{P}$ when its viewpoint (described by $\xi_t$) is deemed to sufficiently enrich the multi-view diversity in the pool while keeping the pool compact.

More specifically, $\xi_t$ is compared with the poses of all existing memory frames in the pool. Since in-plane object rotation does not provide additional information, this comparison takes into account rotational geodesic distance while ignoring rotation around the camera’s optical axis. Ignoring this difference allows the system to allocate memory frames more sparsely in the space while maintaining a similar amount of multi-view consistency information. This trick enables jointly optimizing a wider range of poses, compared to previous work (e.g., [69]), when selecting the same number of memory frames to participate in the online pose graph optimization.

### 3.3. Online Pose Graph Optimization

Given a new frame $F_t$ with its coarse pose estimation $\hat{\xi}_t$ (Sec. 3.1), we select a subset of (no more than) $K$ memory frames from the memory pool to participate in online pose graph optimization. The optimized pose corresponding to the new frame becomes the output estimated pose $\xi_t$. This step is implemented in CUDA for near real-time processing, making it sufficiently fast to be applied to every new frame, thus resulting in more accurate pose estimations as the object is tracked throughout the video.

As described below (Sec. 3.4), the Neural Object Field is also used to assist in this optimization process. Every frame in the memory pool has associated with it a binary flag...
\( b(\mathcal{F}) \) indicating whether the pose of this particular frame has had the benefit of being updated by the Neural Object Field. When a frame is first added to the memory pool, \( b(\mathcal{F}) = \text{FALSE} \). This flag remains unchanged through subsequent online updates until the frame’s pose has been updated by the Neural Object Field, at which point it is forever set to \( \text{TRUE} \).

Concurrent with updating the pose of the new frame \( \mathcal{F}_i \), all the poses of the subset of frames selected for the online pose graph optimization are also updated to the memory pool, as long as their flag is set to \( \text{FALSE} \). Those frames whose flag is set to \( \text{TRUE} \) continue to be updated by the more reliable Neural Object Field process, but they cease being modified by the online pose graph optimization.

**Selecting Subset of Memory Frames.** We constrain the number of memory frames participating in the pose graph optimization to be no more than \( K \) for efficiency. Early in the video, when \( |P| \leq K \), no selection is needed, and all frames in the memory pool are used. When the size of the memory pool grows to be larger than \( K \), a selection process is applied with the goal of maximizing the multi-view consistency information. Prior efforts select keyframes by exhaustively searching pair-wise feature correspondences and solving a spanning tree [41], which is either too time-consuming for real-time processing, or simply based on a fixed time interval [53], which is less effective in our object-centric setting. Therefore, we propose instead to efficiently select the subset \( P_{pg} \subset P \) of memory frames by leveraging the current frame’s coarse pose estimation \( \xi_i \) (obtained in Sec. 3.1). Specifically, for each frame \( \mathcal{F}(k) \) in the memory pool, we first compute the point normal map and compute the dot product between these normals and the ray direction in the new frame’s camera view to test their visibility. If the point cloud visibility ratio in the new frame \( \mathcal{F}_i \) is above a threshold (0.1 for all experiments), we further measure the viewing overlap with \( \mathcal{F}_i \) by computing the rotation geodesic distance between \( \xi_i \) and \( \xi_i \) while ignoring the in-plane rotation (as described above). Finally we select the \( K \) memory frames with the maximum viewing overlap (smallest distance) to participate in the pose graph optimization along with \( \mathcal{F}_i \). Therefore, \( |P_{pg}| = K \).

**Optimization.** In the pose graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \), the nodes consist of \( \mathcal{F}_i \) and the above selected subset of memory frames: \( \mathcal{V} = \mathcal{F}_i \cup P_{pg} \), so \( |\mathcal{V}| = K + 1 \). The objective is to find the optimal poses that minimize the total loss of the pose graph:

\[
\mathcal{L}_{pg} = \mathcal{L}_s(t) + \sum_{i \in \mathcal{V}, j \in \mathcal{V}, i \neq j} [w_f \mathcal{L}_f(i, j) + w_p \mathcal{L}_p(i, j)],
\]

where \( \mathcal{L}_f \) and \( \mathcal{L}_p \) are pairwise edge losses [69], and \( \mathcal{L}_s \) is an additional unary loss. The scalar factors \( w_f, w_p, w_s \) are all set to 1 empirically. The loss

\[
\mathcal{L}(i, j) = \sum_{(p_m, p_n) \in C_{i,j}} \rho \left( \left\| \xi_i^{-1} p_m - \xi_j^{-1} p_n \right\|_2 \right)
\]

measures the Euclidean distance of the RGBD feature correspondences \( p_m, p_n \in \mathbb{R}^3 \), where \( \xi_i \) denotes the object pose in frame \( \mathcal{F}(i) \), and \( \rho \) is the Huber loss [19] for robustness. The set of correspondences \( C_{i,j} \) between frames \( \mathcal{F}(i) \) and \( \mathcal{F}(j) \) is detected by the same network introduced in Sec. 3.1, where we run batch inference in parallel for efficiency. The loss

\[
\mathcal{L}_p(i, j) = \sum_{p \in I_i} \rho \left( \left\| \pi^{-1}_D(p_j(T_{ij}(p))) - p \right\| \right)
\]

measures the pixel-wise point-to-plane distance via reprojective association, where \( T_{ij} \equiv \xi_j \xi_i^{-1} \) transforms from \( \mathcal{F}(i) \) to \( \mathcal{F}(j) \), \( \pi_j \) denotes the perspective projection mapping onto image \( I_j \) associated with \( \mathcal{F}(j) \), \( \pi^{-1}_D \) represents the inverse projection mapping via looking-up the depth image \( D_j \) at the pixel location, \( n_i(p) \) denotes the normal via looking-up the normal map of \( \mathcal{F}(i) \) at pixel location \( p \in I_i \) associated. Lastly, the unary loss

\[
\mathcal{L}_s(t) = \sum_{p \in I_i} \rho \left( \left\| \Omega(t^{-1}_s(\pi^{-1}_D(p))) \right\| \right)
\]

measures the point-wise distance to the neural implicit shape using the current frame, where \( \Omega(\cdot) \) denotes the signed distance function from the Neural Object Field as will be discussed in Sec. 3.4. The Neural Object Field weights are frozen in this step. This unary loss is taken into account only after the initial training of the Neural Object Field has converged.

The poses are represented as inversions of camera poses w.r.t. the object, parametrized using Lie Algebra, fixing the coordinate frame of the initial frame as the anchor point. We solve the entire pose graph optimization via the Gauss-Newton algorithm with iterative re-weighting. The optimized pose corresponding to \( \mathcal{F}_i \) becomes its updated pose \( \xi_i \). For the rest of the selected memory frames, their optimized poses in the memory pool are also updated to rectify possible errors computed earlier in the video, unless \( b(\mathcal{F}) = \text{TRUE} \), as mentioned earlier.

**3.4. Neural Object Field**

A key to our approach is learning an object-centric neural signed distance field that learns multi-view consistent 3D shape and appearance of the object while adjusting memory frames’ poses. It is learned per-video and does not require pre-training in order to generalize to novel unknown objects. This Neural Object Field trains in a separate thread parallel to the online pose tracking. At the start of each training period, the Neural Object Field consumes all the memory frames (along with their poses) from the pool and begins learning. When training converges, the optimized poses are updated to the memory pool to aid subsequent online pose graph optimization, which fetches these up-
Object Field Representation. Inspired by [82], we represent the object by two functions. First, the geometry function \( \Omega : x \mapsto s \) takes as input a 3D point \( x \in \mathbb{R}^3 \) and outputs a signed distance value \( s \in \mathbb{R} \). Second, the appearance function \( \Phi : (f_{\Omega(x)}, n, d) \mapsto c \) takes the intermediate feature vector \( f_{\Omega(x)} \in \mathbb{R}^3 \) from the geometry network, a point normal \( n \in \mathbb{R}^3 \), and a view direction \( d \in \mathbb{R}^3 \), and outputs the color \( c \in \mathbb{R}^3 \). In practice, we apply multi-resolution hash encoding [39] to \( x \) before forwarding to the network. The normal of a point in the object field can be derived by taking the first-order derivative on the signed distance field: \( n(x) = \frac{\partial \Omega(x)}{\partial x} \), which we implement by leveraging automatic differentiation in PyTorch [46]. For both directions \( n \) and \( d \), we embed them by a fixed set of low-order spherical harmonic coefficients (order 2 in our case) to prevent over-fitting that could discourage the object pose update (rep-resented as inversion of camera poses w.r.t. the object, as mentioned above), in particular the rotations.

The implicit object surface is obtained by taking the zero level set of the signed distance field: \( S = \{ x \in \mathbb{R}^3 | \Omega(x) = 0 \} \). The SDF object representation \( \Omega \) has two major benefits compared to [37] in our setting. First, when combined with our efficient ray sampling with depth guided truncation (described below), it enables the training to converge quickly within seconds for online tracking. Second, implicit regularization guided by the normals encourages smooth and accurate surface extraction. This not only provides a satisfactory object shape reconstruction as one of our final goals, but also in return provides more accurate frame-to-model loss \( L_s \) for the online pose graph optimization.

Rendering. Given the object pose \( \xi \) of a memory frame, an image is rendered by emitting rays through the pixels. 3D points are sampled at different locations along the ray:

\[
x_i(r) = o(r) + t_i d(r),
\]

where \( o(r) \) and \( d(r) \) are the ray origin (camera focal point) and ray direction, respectively, both of which depend on \( \xi \); and \( t_i \in \mathbb{R}_+ \) governs the position along the ray.

The color \( c \) of a ray \( r \) is integrated by near-surface regions:

\[
c(r) = \int_{z(r) - \lambda}^{z(r) + 0.5\lambda} w(x_i) \Phi(f_{\Omega(x_i)}, n(x_i), d(x_i)) dt,
\]

\[
w(x_i) = \frac{1}{1 + e^{-\alpha \Omega(x_i)}} \frac{1}{1 + e^{\lambda \Omega(x_i)}},
\]

where \( w(x_i) \) is the bell-shaped probability density function [68] that depends on the distance from the point to the implicit object surface, i.e., the signed distance \( \Omega(x_i) \). \( \alpha \) (set to a constant) adjusts the softness of the probability density distribution. The probability reaches a local maximum at the surface intersection. \( z(r) \) is the depth value of the ray from the depth image. \( \lambda \) is the truncation distance. In Eq. (6), we ignore the contribution from empty space that is more than \( \lambda \) away from the surface to reduce over-fitting from the empty space in the neural field in order to improve pose updates. We then only integrate up to a \( 0.5\lambda \) penetrating distance to model self-occlusion [68]. An alternative to directly using the depth reading \( z(r) \) to guide the integration would be to infer the zero-crossing surface from \( \Omega(x_i) \). However, we found this requires denser point sampling and slower training convergence compared to using the depth.
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**Figure 3.** **Left:** Octree-voxel representation for efficient ray tracing, using the predicted binary mask from the video segmentation network (Sec. 3.1), which contains errors. Rays can land inside the mask (shown as red) or outside (yellow). **Right:** 2D top-down illustration of the neural volume and point sampling along the rays with hybrid SDF modeling. Blue samples are near the surface.

Efficient Hierarchical Ray Sampling. For efficient rendering, we construct an Octree representation [12] before training by naively merging the point clouds of the posed memory frames. We then perform hierarchical sampling along the rays. Specifically, we first uniformly sample \( N \) points bounded by the occupancy voxels (gray boxes in Fig. 3), terminating at \( z(r) + 0.5\lambda \). A custom CUDA kernel was implemented to skip the sampling of intermediate unoccupied voxels. Additional samples are allocated around the surface for higher quality reconstruction: Instead of importance sampling based on the SDF predictions, which requires multiple forward passes through the network [37,68], we draw \( N' \) point samples from a normal distribution centered around the depth reading \( N(z(r), \lambda^2) \). This results in \( N + N' \) total samples, without querying the more expensive multi-resolution hash encoding or the networks.

Hybrid SDF Modeling. Due to the imperfect segmentation and external occlusions, we propose a hybrid signed distance model. Specifically, we divide the space into three regions to learn the SDF (see Fig. 3):

- **Uncertain free space:** These points (yellow in the figure) correspond to the background in the segmentation mask or to pixels with missing depth values, for which the observation is unreliable. For instance, at ray \( r_1 \)’s pixel location in the binary mask, the finger’s occlusion results in background prediction, even though it actually corresponds to the pitcher handle. Naively ignoring the back-
ground for emitting the ray would lose the contour information, causing bias. Therefore, instead of fully trusting or ignoring uncertain free space, we assign a small positive value $\epsilon$ to be potentially external to the object surface so that it can quickly adapt when a more reliable observation is available later:

$$L_u = \frac{1}{|\mathcal{X}|} \sum_{x \in \mathcal{X}} (\Omega(x) - \epsilon)^2.$$  

- **Empty space**: These points (red in the figure) are in front of the depth reading up to a truncation distance, making them almost certainly external to the object surface. We apply $L_1$ loss to the truncated signed distance to encourage sparsity:

$$L_e = \frac{1}{|\mathcal{X}|} \sum_{x \in \mathcal{X}} |\Omega(x) - \lambda|.$$  

- **Near-surface space**: These points (blue in the figure) are near the surface, no more than $z(r) + 0.5\lambda$ distance behind the depth reading to model self-occlusion. This space is critical for learning the sign flipping in SDF and are near the surface, no more than $\lambda$.

$$L_{surf} = \frac{1}{|\mathcal{X}_{surf}|} \sum_{x \in \mathcal{X}_{surf}} (\Omega(x) + d_x - d_D)^2,$$

where $d_x = \|x - o(r)\|_2$ and $d_D = \|\pi^{-1}(z(r))\|_2$ are the distance from ray origin to the sample point and the observed depth point, respectively.

**Training.** The trainable parameters include the multi-resolution hash encoder, $\Omega$, $\Phi$, and the object pose updates in the tangent space parametrized in Lie Algebra $\Delta \xi \in \mathbb{R}^{(|\mathcal{P}| - 1) \times 6}$, wherein we freeze the first memory frame’s pose to be the anchor point. The training loss is:

$$L = \sum_{u} L_u + w_u L_u + w_e L_e + w_{surf} L_{surf} + w_c L_c + w_{eik} L_{eik},$$

where $L_c$ denotes the $L_2$ loss over the foreground color for appearance network supervision:

$$L_c = \frac{1}{|\mathcal{R}|} \sum_{r \in \mathcal{R}} \|\Phi(f_{\Omega(x)}, n(x), d(r)) - c(r)\|_2,$$

and $L_{eik}$ is the Eikonal regularization [13] over the SDF in near-surface space:

$$L_{eik} = \frac{1}{|\mathcal{X}_{surf}|} \sum_{x \in \mathcal{X}_{surf}} (\|\nabla\Omega(x)\|_2 - 1)^2.$$  

Unlike [68] which requires ground-truth mask as input, we do not perform mask supervision, since the predicted mask is often noisy from the network.

### 4. Experiments

#### 4.1. Datasets

To evaluate our method, we consider three real-world datasets with drastically different forms of interactions and dynamic scenarios. For results on wild application and static scenes, see project page.

**HO3D** [14]: This dataset contains the RGBD video of a human hand interacting with YCB objects [5], captured by Intel RealSense camera at close range. Ground truth is automatically generated from multi-view registration. We adopt the most recent version HO-3D_v3 and test on the official evaluation set. This results in 4 different objects, 13 video sequences, and 20428 frames in total.

**YCBInEOAT** [72]: This dataset contains the ego-centric RGBD videos of a dual-arm robot manipulating the YCB objects [5] captured by Azure Kinect camera at mid range. There are three types of manipulation: (1) single arm pick-and-place, (2) within-hand manipulation, and (3) pick-and-place with handoff between arms. Although this dataset was originally developed to evaluate pose estimation approaches relying on CAD models, we do not provide any object prior knowledge to the evaluated methods. There are 5 different objects, 9 videos, and 7449 frames in total.

**BEHAVE** [4]: This dataset contains the RGBD video of a human body interacting with the objects, captured at far range by a pre-calibrated multi-view system with Azure Kinect cameras. However, we constrain our evaluation to the single-view setting, where severe occlusions frequently occur. We evaluate on the official test split excluding the deformable objects. This results in 16 different objects, 70 videos/scenes, and 107982 frames in total.

#### 4.2. Metrics

We separately evaluate pose estimation and shape reconstruction. For 6-DoF object pose, we compute the area under the curve (AUC) percentage of ADD and ADD-S metrics [17, 69, 75] using ground-truth object geometry. For 3D shape reconstruction, we compute the chamfer distance between the final reconstructed mesh and ground-truth mesh in the canonical coordinate frame defined by the first image of each video. More details can be found in the appendix.

#### 4.3. Baselines

We compare against DROID-SLAM (RGBD) [61], NICE-SLAM [85], KinectFusion [43], BundleTrack [69] and SDF-2-SDF [53] using their open-source implementations with the best tuned parameters. We additionally include the baseline results from their leaderboard. Note that methods such as [20, 42] focus on deformable objects and the root 6-DoF tracking and fusion are often based on [43], whereas we focus on rigid objects that are dynamically moving. We thus omit their comparisons. The inputs to each evaluated method are the RGBD video and the first frame’s mask indicating the object of interest. We augment the comparison methods with the same video segmentation masks used in our framework for fair comparison, to focus on 6-DoF object pose tracking and 3D reconstruction performance. In the case of tracking failure, no re-initialization is performed to test long-term tracking robustness.

DROID-SLAM [61], NICE-SLAM [85] and KinectFu-
sion [43] were originally proposed for camera pose tracking and scene reconstruction. When given the segmented images, they run in an object-centric setting. Since DROID-SLAM [61] and BundleTrack [69] cannot reconstruct an object mesh, we augment these methods with TSDF Fusion [9, 83] for shape reconstruction evaluation. For NICE-SLAM [85] and our method, we initialize the neural volume’s bound using only the first frame’s point cloud (to preserve causal processing, we cannot access future frames).

4.4. Comparison Results on HO3D

Fig. 4 shows example qualitative results of the three most competitive methods. Despite multiple challenges such as severe hand occlusions, self-occlusions, little texture cues in intermediate observations and strong lighting reflections, our method keeps tracking accurately along the video and obtains dramatically higher quality 3D object reconstruction. Notably, our predicted pose is sometimes more accurate than ground-truth, which was annotated by multi-camera multi-view registration leveraging hand priors.

quantitative results on HO3D are shown in Tab. 1 and Fig. 5. Our method outperforms the comparison methods by a large margin on both 6-DoF pose tracking and 3D reconstruction. For DROID-SLAM [61], NICE-SLAM [85] and KinectFusion [43], when working in an object-centric setting, significantly less texture or geometric (purely planar or cylindrical object surfaces) cues can be leveraged for tracking, leading to poor performance. Fig. 5 presents the tracking error against time to study the long-term tracking drift. While BundleTrack [69] achieves similarly low translation error as our approach, it struggles on the rotation estimation. In contrast, our method maintains a low tracking error throughout the video. We provide per-video quantitative results in the appendix.

![Figure 5. Pose tracking error against time on HO3D Dataset.](image)

**Left:** Rotation error measured by geodesic distance. **Right:** Translation error.

**Table 1. Comparison on HO3D Dataset.** ADD and ADD-S are AUC percentage (0 to 0.1 m). Reconstruction is measured by chamfer distance.

<table>
<thead>
<tr>
<th>Method</th>
<th>Pose ADD-S (%)</th>
<th>Pose ADD (%)</th>
<th>Reconstruction CD (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NICE-SLAM [85]</td>
<td>22.29</td>
<td>8.97</td>
<td>52.57</td>
</tr>
<tr>
<td>SDF-2-SDF [53]</td>
<td>35.88</td>
<td>16.08</td>
<td>9.65</td>
</tr>
<tr>
<td>KinectFusion [43]</td>
<td>25.81</td>
<td>16.54</td>
<td>15.49</td>
</tr>
<tr>
<td>DROID-SLAM [61]</td>
<td>64.64</td>
<td>33.36</td>
<td>30.84</td>
</tr>
<tr>
<td>BundleTrack [69]</td>
<td>92.39</td>
<td>66.01</td>
<td>52.05</td>
</tr>
<tr>
<td>Ours</td>
<td>96.52</td>
<td>92.62</td>
<td>0.57</td>
</tr>
</tbody>
</table>
Table 2. Comparison on YCBInEOAT Dataset. ADD and ADD-S are AUC percentage (0 to 0.1 m). Reconstruction is measured by chamfer distance.

<table>
<thead>
<tr>
<th>Pose</th>
<th>ADD-S (%) ↑</th>
<th>ADD (%) ↑</th>
<th>Reconstruction CD (cm) ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>NICE-SLAM [85]</td>
<td>22.41</td>
<td>12.90</td>
<td>6.13</td>
</tr>
<tr>
<td>SDF-2-SDF [53]</td>
<td>28.20</td>
<td>14.04</td>
<td>2.61</td>
</tr>
<tr>
<td>KinectFusion [43]</td>
<td>46.39</td>
<td>34.68</td>
<td>4.63</td>
</tr>
<tr>
<td>DROID-SLAM [61]</td>
<td>32.12</td>
<td>20.39</td>
<td>2.34</td>
</tr>
<tr>
<td>BundleTrack [69]</td>
<td>93.01</td>
<td>87.26</td>
<td>2.81</td>
</tr>
<tr>
<td>BundleTrack* [69]</td>
<td>92.53</td>
<td>87.34</td>
<td>-</td>
</tr>
<tr>
<td>MaskFusion* [50]</td>
<td>41.88</td>
<td>35.07</td>
<td>-</td>
</tr>
<tr>
<td>TEASER++* [78]</td>
<td>81.17</td>
<td>57.91</td>
<td>-</td>
</tr>
<tr>
<td>Ours</td>
<td>93.77</td>
<td>86.95</td>
<td>1.16</td>
</tr>
</tbody>
</table>

Table 3. Comparison on BEHAVE Dataset. ADD and ADD-S are AUC percentage (0 to 0.5 m). Reconstruction is measured by chamfer distance.

<table>
<thead>
<tr>
<th>Pose</th>
<th>ADD-S (%) ↑</th>
<th>ADD (%) ↑</th>
<th>Reconstruction CD (cm) ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>DROID-SLAM [61]</td>
<td>56.14</td>
<td>32.29</td>
<td>11.24</td>
</tr>
<tr>
<td>BundleTrack [69]</td>
<td>59.06</td>
<td>45.03</td>
<td>19.27</td>
</tr>
<tr>
<td>KinectFusion [43]</td>
<td>38.37</td>
<td>28.45</td>
<td>9.36</td>
</tr>
<tr>
<td>NICE-SLAM [85]</td>
<td>28.80</td>
<td>11.93</td>
<td>36.03</td>
</tr>
<tr>
<td>SDF-2-SDF [53]</td>
<td>25.71</td>
<td>10.05</td>
<td>35.99</td>
</tr>
<tr>
<td>Ours</td>
<td>83.63</td>
<td>67.52</td>
<td>4.66</td>
</tr>
</tbody>
</table>

4.5. Comparison Results on YCBInEOAT

Quantitative results on YCBInEOAT are shown in Tab. 2. This dataset captures the interaction between the robot arms and the object from an ego-centric view, which leads to challenges due to the constrained camera view and severe occlusions by the robot arms. For completeness, in this table we also include additional baseline methods from [69].

The results from these methods, indicated by asterisk (*), are simply copied from [69]. Note that, in the case of (non-asterisk) BundleTrack, we re-run the algorithm with the same segmentation masks as ours for fair comparison, and we augment with TSDF Fusion for reconstruction evaluation (same as Tab. 1). We omit the re-running for MaskFusion* [50] and TEASER++* [78] due to their relatively poorer performance.

Our approach sets a new benchmark record on ADD-S metric and chamfer distance in 3D reconstruction, while obtaining comparable performance with the previous state-art-art method on ADD metric. In particular, while BundleTrack [69] achieves competitive object pose tracking, it does not obtain satisfactory 3D reconstruction results. This demonstrates the benefits of our co-design of tracking and reconstruction.

4.6. Comparison Results on BEHAVE

<table>
<thead>
<tr>
<th>Pose</th>
<th>ADD-S (%) ↑</th>
<th>ADD (%) ↑</th>
<th>Reconstruction CD (cm) ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>93.77</td>
<td>86.95</td>
<td>1.16</td>
</tr>
</tbody>
</table>

Table 4. Ablation study of our design choices. Ours w/o memory removes the memory related modules and only performs frame-to-frame coarse pose estimation. Ours w/o NOF removes the Neural Object Field module and $C_o$ in Eq. (1). Ours-GPG replaces the Neural Object Field by global pose graph optimization using all memory frames. It runs in a separate thread concurrently same as Neural Object Field. Ours w/o hybrid SDF only considers foreground rays in the mask instead of hybrid SDF modeling. Ours w/o compact mem pool adopts similar strategy of selecting frames to add into the memory pool as well as selecting the subset memory frames for pose graph optimization as in [69].

We investigate the effectiveness of our design choices on HO3D dataset given its more accurate pose annotations. The results are shown in Tab. 4. Ours w/o memory achieves dramatically worse performance as there is no mechanism to alleviate tracking drift. For Ours-GPG, even with similar amount of computation, it struggles on objects or observations with little texture or geometric cues due to handcrafted losses. Aside from object pose tracking, Ours w/o memory, Ours w/o NOF and Ours-GPG lack the module for 3D object reconstruction. Ours w/o hybrid SDF ignores the contour information and can be biased by false positive segmentation when rectifying the memory frames’ pose. These lead to less stable pose tracking and more noisy final 3D reconstruction. Ours w/o compact mem pool, when under the same computational budget, leads to insufficient pose coverage during pose graph optimization and Neural Object Field learning, as mentioned in Sec. 3.2.

5. Conclusion

We presented a novel method for 6-DoF object tracking and 3D reconstruction from a monocular RGBD video. Our method only requires segmentation of the object in the initial frame. Leveraging two parallel threads that perform online graph pose optimization and Neural Object Field representation respectively, our method is able to handle challenging scenarios, such as fast motion, partial and complete occlusion, lack of texture, and specular highlights. On several datasets we have demonstrated state-of-the-art results compared with existing methods. Future work will be aimed at leveraging shape priors to reconstruct unseen parts.
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