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Abstract

The traditional definition of co-salient object detection
(CoSOD) task is to segment the common salient objects in
a group of relevant images. Existing CoSOD models by-
default adopt the group consensus assumption. This brings
about model robustness defect under the condition of ir-
relevant images in the testing image group, which hinders
the use of CoSOD models in real-world applications. To
address this issue, this paper presents a group exchange-
masking (GEM) strategy for robust CoSOD model learn-
ing. With two group of image containing different types of
salient object as input, the GEM first selects a set of images
from each group by the proposed learning based strategy,
then these images are exchanged. The proposed feature ex-
traction module considers both the uncertainty caused by
the irrelevant images and group consensus in the remain-
ing relevant images. We design a latent variable genera-
tor branch which is made of conditional variational autoen-
coder to generate uncertainly-based global stochastic fea-
tures. A CoSOD transformer branch is devised to capture
the correlation-based local features that contain the group
consistency information. At last, the output of two branches
are concatenated and fed into a transformer-based decoder,
producing robust co-saliency prediction. Extensive evalua-
tions on co-saliency detection with and without irrelevant
images demonstrate the superiority of our method over a
variety of state-of-the-art methods.

1. Introduction
Co-salient object detection (CoSOD) is to segment the

common salient objects in a group of relevant images.
By detecting the co-salient object in a group of images,
the images’ background and redundant content are re-
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Figure 1. (a) When there exists an irrelevant image in the test
group, the state-of-the-art CoSOD models such as DCFM [39] and
GCoNet [9] tend to generate false positive predictions for the noisy
image, yet our method can achieve an accurate prediction due to
the use of group exchange-masking strategy in (b).

moved, which helps the downstream tasks such as ob-
ject tracking [38], co-segmentation [48] and video co-
localization [14], to name a few.

Group consensus assumption is widely used by exist-
ing CoSOD models, i.e., these models presume that all im-
ages in the same group contain the common salient tar-
gets. The widely-used CoSOD benchmark datasets, such as
COCO-SEG [33], CoCA [50], and CoSOD3k [8] organize
the training and testing images that contain the same ob-
ject as a group. Many existing CoSOD models consider the
group consensus characteristic in modeling. For example,
early works such as [2, 10, 13] extract hand-crafted features
for inter-image co-object correspondence discovery. The
deep learning models proposed in [15, 20, 36, 39, 44, 46, 48]
use one group of relevant images as training data input
for consensus representation learning. Among them, a va-
riety of novel model design techniques have been devel-
oped to make full use of the group consistency characteris-
tic, such as the low-rank feature learning [46], co-attention
model [20] and intra-saliency correlation learning [15]. The
issues of the group consensus assumption are partially stud-
ied in recent literature [9], which further models the inter-
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group separability for more discriminative feature learning
by a group collaborating module.

In this paper, we find that the group consensus assump-
tion also restricts the CoSOD model’s robustness against
the images without common object. As illustrated by Fig-
ure 1(a), state-of-the-art CoSOD models tend to output false
positive predictions for the irrelevant image. This issue
hinders the use of CoSOD models in real-world applica-
tions where the testing inputs are likely to contain irrele-
vant images. To enhance the model’s robustness, we pro-
pose a learning framework called group exchange-masking
(GEM). The GEM is illustrated by Figure 1(b). Given two
image groups that contain different types of co-salient ob-
jects, we exchange several images between one group and
the other. Those exchanged images are called noisy images.
The number of noisy images is chosen to be less than the
number of remaining relevant images in the group, so that
the co-salient object in the noisy images forms a negative
object but not the dominant co-salient object. The “mask-
ing” strategy refers to the label regeneration of the noisy
images. Because there is no co-salient object, in the regen-
erated label, the original ground-truth object is masked. The
learning objective is to correctly predict both the co-salient
objects in the original relevant images and the added noisy
images.

Adding noisy images to the training image group brings
about uncertainty to the CoSOD model learning since there
is some probability of no expected common object in
each image. We design a dual-path image feature extrac-
tion module to model the group uncertainty in addition
to the group consensus property. Specifically, we design
a latent variable generator branch (LVGB) to extract the
uncertainty-based global image features. The LVGB mod-
ule is motivated by the conditional variational autoencoder
(CVAE) [32] that is widely used to address the uncertainty
in vision applications including image background model-
ing [19], RGB-D saliency detection [43] and image recon-
struction [41]. In parallel with LVGB, we feed the im-
age group into a CoSOD Transformer Branch (CoSOD-
TB). The CoSOD-TB partitions each image group into lo-
cal patches, and the attention mechanism in the transformer
enables this branch to model patch-wise correlation-based
local features. As a result, the group consistency informa-
tion can be captured by this branch. The outputs of the two
branches are concatenated and fed into a transformer-based
decoder for co-saliency prediction. The proposed model has
the following technical contributions.

• A robust CoSOD model learning mechanism, called
group exchange-masking is proposed. By exchanging
images between two groups, we augment the training
data containing irrelevant images as noise to enhance
model’s robustness. This is different from the tra-
ditional CoSOD model learning frameworks that use

groups of relevant images as training data.

• We propose a dual-path feature extraction module
composed of the LVGB and the CoSOD-TB. The
LVGB is designed to model the uncertainty of co-
salient object existence. The CoSOD-TB is for the
consensus feature extraction of the salient object in the
relevant images.

• Extensive evaluations on three benchmark datasets,
including CoSal2015 [42], CoCA [15], and
CoSOD3k [7] show that the superiority of the
proposed model to the state-of-the-art methods in
terms of all evaluation metrics. Besides, the proposed
model demonstrates good robustness for dealing with
noisy data without co-salient objects.

2. Related Work
2.1. Co-salient Object Detection

In the past, CoSOD methods used to extract handcrafted
features such as Gabor and SIFT features from images and
then detect co-saliency by utilizing the consistency of low-
level features between the images being tested [2]. A series
of studies attempt to capture the intra-image constraints by
employing a manifold ranking scheme to produce saliency
maps [21], or using a global association constraint with
clustering [10], or translational alignment [13]. More re-
cently, there is a surge of deep learning-based CoSOD mod-
els that learn feature representation and saliency predictor
in an end-to-end manner [9, 12, 36, 46, 47, 50]. Wei et al.
[36] designs a collaborative learning framework for CoSOD
that discovers the collaborative and interactive relationships
between intra-image and single-image feature representa-
tions in a group-wise manner. Hsu et al. [12] present an
unsupervised CNN-based model for CoSOD. In [46], a hi-
erarchical framework is proposed for CoSOD where the ini-
tial CoSOD results generated by the CNN model is refined
by label smoothing. Zhang et al. [50] propose a gradient-
induced model for CoSOD that utilizes the image gradient
information to induce more attentions to the discriminative
co-salient feature learning. In [47], a deep graph neural
network model is proposed to characterize the intra-image
and inter-image region correspondence for CoSOD. In [9], a
group collaborative learning strategy is proposed to explore
inter-group relations for discriminating feature learning.

2.2. Robust Model and Feature Learning

In past years, with the development of deep learning,
robust model and feature learning have received more and
more attention as a possible solution to overcoming the bot-
tleneck [28]. Various methods have been proposed to im-
prove the robustness of the model. In [3] and [30], ways to
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Figure 2. Pipeline of the proposed method. First, two groups of images {I1, I2} with their masks {Y1,Y2} are processed by group
exchange-masking, yielding the exchanged images {Ie1, Ie2} and their corresponding masked labels {Ye1,Ye2}. Then, {Ie1, Ie2} and
{Ye1,Ye2} are passed through the latent variable generator branch, extracting the uncertainty-based global image features {V1,V2} to
eliminate the bias caused by noisy images. Meanwhile, {Ie1, Ie2} are passed through the weight-shared CoSOD transformer branch,
producing two groups of feature sequences {F1,F2} with group consistency information and long-range independent information. Finally,
F and V are concatenated and fed into the transformer decoder, yielding the predicted co-saliency maps Ô.

transfer the policy learned in a simulator to the real world
are proposed to make features more robust. Rajeswaran
et al. [29] learn a robust policy by sampling the worst case
trajectories from a class of parametrized models, to learn a
robust policy. Xie et al. [37] enhance the robustness of the
model through randomly resizing and padding the training
images. Several works leverage randomness to improve the
robustness of models. Liu et al. [24] propose a noise layer
that introduces randomness to both the input and the hidden
layer output. Liu et al. [25] introduce a new min-max for-
mulation that combines adversarial training with Bayesian
Neural Networks, which achieves promising results.

3. Proposed Method
Figure 2 illustrates the pipeline of our framework. Given

two groups of 2N images Ii = {Ini ∈ RH×W×3}Nn=1, i =
1, 2 with height H and width W and manually-labeled bi-
nary masks Yi = {Yn

i ∈ RH×W }Nn=1 with different cat-
egories as input, we employ the GEM model to reorga-
nize them, yielding Iei and Yei. Each pair of {Iei,Yei}
are fed to the LVGB. In LVGB, we draw zi ∈ RK

from the Gaussian distribution Pθ(zi|Iei) with the learn-
ing parameters θ and the posterior of zi is formulated as
Qϕ(zi|Iei,Yei) with the learning parameters ϕ. We use
the KL-Divergence metric to reduce the distance between
Pθ(zi|Iei) and Qϕ(zi|Iei,Yei). We further re-parameterize
and expand zi to yield a latent sequence Vi which has the
same dimension as the feature sequences produced by trans-

Algorithm 1 Group exchange-masking
Input: I1 = {In1 }Nn=1,Y1 = {Yn

1}Nn=1,
I2 = {In2 }Nn=1,Y2 = {Yn

2}Nn=1.
Output: Ie1, Ye1, Ie2, Ye2.
1: Ie1, Ye1, Ie2, Ye2 ← Rearranging I1, Y1, I2, Y2 via

solving (1).
2: for n = 1, 2, . . . , k do
3: Ine1 ← In2 , I

n
e2 ← In1 ,

4: Yn
e1 ← 0 ∈ RH×W×1,

5: Yn
e2 ← 0 ∈ RH×W×1.

6: end for

formers. Meanwhile, the image groups are passed through
the CoSOD-TB with shared weights, producing the token
sequences Fi which capture group consensus and long-
range dependency information. At last, Vi and Fi are con-
catenated in channel dimension and passed through several
subsequent processes as shown in Figure 2 followed by an
up-sampling layer, yielding the corresponding predicted co-
saliency maps Ô = {Ô

n
∈ RH×W }2Nn=1.

3.1. Group Exchange-Masking

The widely-used group consensus assumption limits the
robustness of the CoSOD model, especially when there are
test images without common objects in the group. To this
end, we reorganize the two input groups with the GEM tai-
lored to CoSOD. The GEM is summarised in Algorithm 1:
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Figure 3. Architecture of the LVGB.

taking Ii and Yi as input, the goal of GEM is to obtain
Iei and Yei which contain noisy images in each group and
corresponding full masked ground truths. Specifically, we
rearrange the two groups of images and their binary ground-
truth masks in a decreasing order by solving (1). After this,
we sample the top-k images of each group as noisy images
and exchange them in each other’s group, ensuring the max-
imum destructiveness of noisy images and the effectiveness
of training.

This training process is essentially a min-max optimiza-
tion process [26] as

min
φ

k∑
n=1

2∑
i=1

max
Ii(n,:)

L(fφ(Ii(n, :)), Ôi(n, :)), (1)

where the loss L is defined by (7), and f denotes our whole
model with learnable parameters φ. Solving (1) finds out
the most noisy images which can maximize the training
loss, and our goal is to minimize the loss function w.r.t
the intra-group noisy images to improve the model’s robust-
ness. At last, we mask the corresponding labels of the noisy
images with the all-zeros maps.

3.2. Latent Variable Generator

By training the model with noisy images, the GEM is
able to increase the model’s robustness which can identify
whether there exist co-objects or not. However, the model
will focus on non-co-salient regions as a result of the un-
certainty introduced by adding noisy images to the train-
ing image groups. This means that the model will become
overconfident in the background regions in the early stage
of training, leading to inaccurate prediction.

To address this issue, we further propose the LVGB that
generates a low-dimensional latent space to represent the
most common patterns in image groups [17]. The latent
variables sampled from the feature space characterize un-
certainties of group consensus and can be used to modulate
the intermediate features from other branches to highlight
the co-objects.

Figure 3 shows the details of our LVGB. The generator
takes Iei and latent variable zi as input, and uses an encoder

to produce stochastic prediction Pω(Yei|Iei, zi) with learn-
able parameters ω, where Iei is conditional variable, and
Yei is output variable. zi is drawn from the Gaussian dis-
tribution Pθ(zi|Iei), and the posterior of zi is formulated as
Qϕ(zi|Iei,Yei) via an encoder that maps the input variable
to the latent space. The loss of the LVG is defined as [32,43]

LLV G =

2∑
i=1

Ez∼Qϕ(zi|Iei,Yei)[− logPω(Yei|Iei, zi)]

+KL(Qϕ(zi|Iei,Yei)||Pθ(zi|Iei)),
(2)

where the Kullback-Leibler Divergence metric KL is de-
fined as

KL(Q||P ) =
∑

Q(x) log
Q(x)

P (x)
. (3)

In (2), the prior net Pθ(zi|Iei) is defined as a Gaus-
sian distribution that maps the image group Iei to a low-
dimensional latent space that encodes the most common
patterns in each group. We randomly sample prior latent
variable zi ∼ N (µ1i,diag(σ

2
1i)), where µ1i,σ

2
1i ∈ RK

represent the mean and standard deviation vectors and θ is
the learnable parameter of the mapping function which con-
sists five conv layers [43] as shown in Figure 3. In the poste-
rior net, we use the similar encoder as the prior net to model
Qϕ(zi|Iei,Yei) that maps the concatenation of Iei and Yei
to the posterior latent variable zi ∼ N (µ2i,diag(σ

2
2i)),

where µ2i,σ
2
2i ∈ RK . The KL in (2) is used to mea-

sure the difference between probability distributions prior
Pθ(zi|Iei) and posterior Qϕ(zi|Iei,Yei). It represents the
information loss that occurs when using Qϕ(zi|Iei,Yei)
to approximate Pθ(zi|Iei), and a smaller value indicates
greater similarity between the two distributions.

Each position in latent space symbolizes potential la-
beling changes or other potential factors that could lead
to a variety of co-saliency predictions [17, 43]. The pro-
posed GEM can meet the needs for diverse ground truths as
we learn to select the most difficult samples to mask their
ground truths to all-zeros maps. We hope diverse annota-
tions in the posterior net Qϕ(zi|Iei,Yei) during training can
compel the prior net Pθ(zi|Iei) to encode labeling variants
of the supplied inputs Iei. The statistics zi is further pro-
cessed by feature expanding [43]. Given a pair of (µk,σk)
in each position of K dimensional vector, we parameterize
them to obtain the latent vector

zk = σk ⊙ ϵ+ µk, (4)

where ϵ follows the standard normal distribution ϵ ∼
N (0, 1). To fuse with the features Fi from the CoSOD-TB,
as shown in Figure 3, we expand zk to the feature sequence
which has the same size as Fi, yielding the stochastic fea-
ture Vi. The visualization effect of Vi is partly shown in Fig-
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ure 5, as we can see, these features encode rich group con-
sistency information that can well highlight the co-salient
regions.

3.3. CoSOD Transformer

After getting the stochastic features Vi from the LVGB,
we leverage these features to guide the learning of generat-
ing the general features Fi from the CoSOD-TB to focus on
the co-salient regions (see the bottom row of Figure 5).

Figure 4 shows the architecture of the proposed CoSOD-
TB. Each input image Ini ∈ Iei is cropped into d patches
with size H/4×W/4, and then all the image patches in each
group construct the token sequences X 0

i ∈ RN×H
4 ×W

4 ×3d.
Then, X 0

i is sent into the backbone of the transformer with a
T2T architecture [40], obtaining the token sequences X 1

i ∈
RN× H

16×
W
16×c which encode both local and global informa-

tion. After this, we design the group token XG ∈ RN×1×c

to capture group-wise common information that is essential
to extract co-objects, and the saliency token XS ∈ RN×1×c

to capture the specific information that encodes more co-
object structure details. Afterwards, XG and X 1 are con-
catenated in the channel dimension and fed into the Trans-
former Layer as the design in ViT [4] to get the new token
sequence. We further use an multi-layer perceptron (MLP)
layer to integrate global information into XG. We fuse the
XS to integrate saliency information into sequences and
split the XG and XS to up-sample the token sequence and
get the token sequence X 2. After undergoing some pro-
cessing as shown in Figure 4, Fi is then concatenated with
the stochastic features Vi followed by a decoder that in-
cludes two Transformer Layers and an MLP layer. During
decoding, due to the use of stochastic features, the model
is more possible to overcome the prejudices formed in the
early training. As shown in the third row of Figure 5, the
CoSOD-TB can integrate Vi andFi well, helping the model
focus on more reliable co-salient object regions. Finally, the
output sequences are reshaped to produce the predicted co-
saliency maps Ô.

The loss function of the CoSOD-TB is defined as

LTRANS =
1

2N

N∑
n=1

2∑
i=1

ℓBCE(Yei(n, :), Ôi(n, :)), (5)
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Figure 5. Comparison of effects of the “watermelon” group before
and after fusing stochastic features. The first row: visualizations of
the images and features obtained by the CoSOD-TB; The second
row: visualizations of the features generated by the LVGB; The
third row: visualizations of the integrated features.

where ℓBCE is a binary cross-entropy (BCE) loss [27] de-
fined as

ℓBCE(Y(n, :),Ô(n, :)) = −(Y(n, :)⊤ log(Ô(n, :))
− (1− Y(n, :))⊤ log(1− Ô(n, :))).

(6)

3.4. Loss Function

The LVG and the CoSOD-TB are jointly trained in an
end-to-end manner by optimizing the following multi-task
loss

L = λ1LLV G + λ2LTRANS , (7)

where λ1, λ2 are the hyperparameters to balance each loss.

4. Experimental Results
4.1. Implementation Details

Our model is implemented under the PyTorch1.9.0
framework [27]. Our computing platform’s acceleration is
provided by a GeForce GTX 2080Ti GPU. The transformer
backbone is the pre-trained T2T-ViTt-14 [40] model since
it has a similar computational complexity as CNNs-based
ResNet50 [11] which is smaller than the VGG-16 [31]
widely used in CoSOD. The training dataset are COCO-
SEG released by [33] and DUTS released by [34]. They
totally include about 208,250 images from 369 categories,
and the relevant binary ground-truth masks are provided.

In each training episode, we randomly select two groups,
which are processed by the proposed GEM with k = 1.
Each group contains N = 5 images. The hyperparameters
in (7) are set to λ1 = 0.25 and λ2 = 1. We resize the
images to 224×224×3 and use them as input. We train the
network over 60,000 steps totally and the training process
takes about 11 hours. During the training process, we use
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the Adam algorithm [16] to optimize the whole network.
The initial learning rate is set to 10e−4 and decay to 10e−
5 at the 20,000-th epoch. The inference time is 31 fps in
average, meeting the real-time application requirements.

4.2. Datasets and Evaluation Metrics

The test sets include CoSal2015 [42], CoCA [50] and
CoSOD3k [8]. Among them, CoSal2015 contains 2, 015
images from 50 categories, and the objects therein have dif-
ferent sizes and shapes, which makes CoSal2015 challeng-
ing; CoCA is the newest dataset, including 1, 297 images
from 80 categories. These images have extremely different
styles and very complicated backgrounds, making it a very
difficult data set; CoSOD3k contains 3, 316 images form
160 categories, which is by far the largest test set. It con-
tains more disturbing targets, making it very challenging.

Four evaluation metrics are used for comparison, includ-
ing MAE [33], Emax

ϕ [6], Sα [5] and Fmax
β [1], which are

to assess the average pixel-wise absolute difference, local
and global similarity, structural similarity between the pre-
dictions and the ground truths, and the weighted harmonic
mean of precision and recall, respectively.

4.3. Comparisons with State-of-the-art Methods

On the basis of unified evaluation codes [7] for fair
comparison, we compare our method with several state-of-
the-art methods published in recent three years, including
RCAN [20], CSMG [46], SSNM [44], GCAGC [47], GICD
[50], ICNet [15], GCoNet [9], DeepACG [45], CoEG-
Net [7], HrSSMN [48], CADC [49], DCFM [39]. Among
them, CADC [49] and DCFM [39] are the latest cutting-
edge methods. More experimental results can be found
in the supplementary materials.

Qualitative Results. Figure 6 shows some visual com-
parison results with four latest state-of-the-art methods, in-
cluding DCFM, CADC, DeepACG and GCoNet. The se-
lected four groups are very challenging and suffer from
highly confusing interference co-objects, extremely com-
plex backgrounds, and drastic scale changes. Specifically,
in the group “Baseball”, the co-salient object is very small
and the interference objects have similar shapes. Because
all other methods are trapped in overconfidence, obsessed
with the wrong results, and unable to extricate themselves.
They cannot accurately detect the tiny objects and the back-
ground is wrongly segmented. In the group “Backpack”,
benefiting from training with noisy samples, our model is
more robust that can accurately locate co-salient objects and
segment target details, while other methods DCFM, CADC
and GCoNet misjudge the co-salient objects. Camouflage
co-objects in complex backgrounds are generally acknowl-
edged as difficult samples [18], and the co-salient items
in the “Gift box” group are perfectly in place. Thanks to
CoSOD-TB’s ability to capture long-range dependencies,
our model learns strong feature representation that is able
to accurately segment the camouflage co-salient objects,
while CADC and GCoNet cannot finely segment the ob-
jects, and the other methods even fail in detecting the tar-
gets. The group “teddy bear” is also very challenging, and
the co-salient objects in it suffer from interference objects
and backgrounds with similar colors. Besides, the objects
also have very different sizes. In this case, our model still
achieves promising results, demonstrating its strong robust-
ness to a variety of challenging factors. However, other
methods yield a large number of inaccurate segmentation
regions.

Quantitative Results. Figure 7 shows the PR and F-
measure curves of our method and other state-of-the-art
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Table 1. Statistic comparisons of our model with the other state-of-the-arts since the year of 2019.
Methods CoSal2015 CoSOD3k CoCA

MAE ↓ Sα ↑ Emax
ϕ ↑ Fmax

β ↑ MAE ↓ Sα ↑ Emax
ϕ ↑ Fmax

β ↑ MAE ↓ Sα ↑ Emax
ϕ ↑ Fmax

β ↑
RCAN(IJCAI2019) 0.126 0.779 0.842 0.764 0.130 0.744 0.808 0.688 0.160 0.616 0.702 0.422
CSMG(CVPR2019) 0.130 0.774 0.818 0.777 0.157 0.711 0.723 0.645 0.124 0.632 0.734 0.503
SSNM(AAAI2020) 0.102 0.788 0.843 0.794 0.120 0.726 0.756 0.675 0.116 0.628 0.741 0.482

GCAGC(CVPR2020) 0.085 0.817 0.866 0.813 0.100 0.785 0.816 0.740 0.118 0.669 0.754 0.523
GICD(ECCV2020) 0.072 0.842 0.884 0.834 0.089 0.794 0.831 0.743 0.125 0.658 0.701 0.504
ICNet(NIPS2020) 0.058 0.857 0.900 0.858 0.089 0.794 0.845 0.762 0.147 0.654 0.705 0.514

CoEGNet(TPAMI2021) 0.077 0.836 0.882 0.832 0.092 0.762 0.825 0.736 0.106 0.612 0.717 0.493
GCoNet(CVPR2021) 0.069 0.845 0.887 0.847 0.071 0.802 0.860 0.750 0.105 0.673 0.760 0.524

DeepACG(CVPR2021) 0.066 0.853 0.893 0.847 0.079 0.811 0.859 0.779 0.104 0.685 0.759 0.564
CADC(ICCV2021) 0.064 0.866 0.906 0.862 0.096 0.801 0.840 0.759 0.132 0.681 0.744 0.548

HrSSMN(TMM2022) 0.062 0.845 0.895 0.841 0.087 0.788 0.842 0.753 0.106 0.671 0.739 0.532
DCFM(CVPR2022) 0.067 0.838 0.892 0.856 0.067 0.810 0.874 0.805 0.085 0.710 0.783 0.598

OURS 0.053 0.885 0.933 0.882 0.061 0.853 0.911 0.829 0.095 0.726 0.808 0.599

methods. As we can see, the PR curves produced by our
method wrap around the curves generated by other meth-
ods. Also, all the F-measure curves of our method are above
those generated by other methods.

Meanwhile, we list the statistic comparison results of
all compared methods in Table 1. It is clear that our ap-
proach achieves the most competitive result compared to
its counterparts. Specifically, on the CoSal2015 dataset,
our method achieves the best scores of 0.053, 0.885, 0.933,
and 0.882 in terms of all metrics, with a significant gain
of 0.5%, 1.9%, 2.7% and 2.0%, respectively, compared to
the second-best preforming ICNet [15] and CADC [49]. On
the most recent and difficult datasets, CoSOD3k and CoCA,
our method also achieves the best performance. Especially

on CoSOD3k, our method reaches the best scores of 0.061,
0.853, 0.911 and 0.829 in terms of MAE, Emax

ϕ , Sα and
Fmax
β , respectively, with a great gain of 0.6%, 4.3%, 3.7%

and 2.4% compared to the second-best performing DCFM
[39]. The effectiveness of our method has been fully vali-
dated on the large-scale and challenging datasets.

4.4. Ablation Study

To verify the effectiveness of our designs, we conduct
the ablation study of our method on three datasets. We have
made a lot of changes to VST [23] and regard the modi-
fied version as the baseline. Table 2 lists the results, and
we can observe that every key design in our model makes a
significant contribution to the overall performance. Taking
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Table 2. Ablations of our method on the effectiveness of the GEM , LVGB, and CoSOD-TB.
Strategies CoSal2015 CoSOD3k CoCA

GEM LVGB CoSOD-TB MAE ↓ Sα ↑ Emax
ϕ ↑ Fmax

β ↑ MAE ↓ Sα ↑ Emax
ϕ ↑ Fmax

β ↑ MAE ↓ Sα ↑ Emax
ϕ ↑ Fmax

β ↑
0.060 0.854 0.887 0.860 0.075 0.787 0.863 0.778 0.105 0.710 0.785 0.564

✓ 0.061 0.883 0.928 0.877 0.065 0.834 0.880 0.817 0.109 0.710 0.788 0.571
✓ 0.058 0.877 0.926 0.872 0.063 0.840 0.871 0.805 0.100 0.719 0.789 0.574

✓ 0.053 0.874 0.893 0.880 0.062 0.842 0.900 0.814 0.098 0.716 0.798 0.583
✓ ✓ 0.055 0.869 0.930 0.876 0.063 0.847 0.906 0.819 0.104 0.724 0.802 0.597

✓ ✓ 0.060 0.886 0.925 0.872 0.069 0.850 0.895 0.823 0.100 0.718 0.792 0.587
✓ ✓ 0.054 0.880 0.919 0.878 0.061 0.849 0.889 0.829 0.096 0.720 0.805 0.595
✓ ✓ ✓ 0.053 0.885 0.933 0.882 0.061 0.853 0.911 0.829 0.095 0.726 0.808 0.599

Table 3. Complexity analyses. The number of inputs is set to 5 to
maintain unity.

methods FLOPs(G)↓ param.(M)↓ runtime(fps)↑ Fmax
β ↑

GICD(ECCV20) 364.7 278.0 40.8 0.504
GCoNet(CVPR21) 259.9 142.0 116.2 0.524
CADC(ICCV21) 330.0 392.8 18.0 0.548
DCFM(CVPR22) 251.9 142.3 84.4 0.598

OURS 211.8 52.3 31.0 0.599

Simulated real scene_1

Images

GT

OURS

DRFM

Simulated real scene_2

Figure 8. Comparison with the current most competitive method
DCFM [39] in simulated real scenes.

the results in CoSal2015 as examples, without GEM, the
performance of our model gets worse in terms of all met-
rics especially for the Sα that drops from 0.885 to 0.869 by
1.6%. With the GEM alone, the performance of our model
improves greatly, and especially Sα and Emax

ϕ have a gain
of 2.9% and 4.1%, respectively. Also, LVGB achieves the
same excellent effect as GEM, because the uncertainty fea-
tures provided by the LVGB can help the model consider
more possibilities to enhance the robustness and overcome
the over-confidence to non-salient regions. The CoSOD-
TB makes important contributions to fine segmentation of
images. With the CoSOD-TB, the MAE gets 0.7% better
from 0.060 to 0.053. The results on CoSOD3k and CoCA
show the same trend, proving the effectiveness of each de-
sign of our method.

4.5. Practical Application

For the practicability of the algorithm, we conduct com-
plexity comparisons with the same settings as DCFM [39].
The results can be seen in Table 3. Our method achieves
both smallest FLOPs, parameters and best performance in
terms of Fmax

β . Meanwhile, the runtime of our method is
31 fps, meeting the real-time requirements. This shows that
our method is more suitable for deployment to various ap-

plication devices.
We further test the performance of the model in the real

scenes. In the real-life scenarios, there may not always exist
co-salient objects within the group of images [22]. Figure 8
shows the images in the simulated real scenes that may not
always exist co-objects. In these cases, the model should
segment the co-objects existing in most images, while out-
putting all-zero masks on images without co-objects. Our
method is better than the most competitive method DCFM
[39] in dealing with real situations. When dealing with
the images without co-objects, our model produces all-zero
maps as much as possible. It shows that our method is more
practical than other methods. More experimental results
can be found in the supplementary materials.

5. Conclusion

In this paper, we have discovered that the paradigm of
group consensus assumption has reduced the model’s ro-
bustness and practical application value when confronted
with irrelevant images in groups. A CoSOD model learn-
ing framework that is distinct from the classic CoSOD
model learning framework has been developed. First, the
group exchange-masking strategy has been devised, which
is capable of automatically selecting the most informative
noisy images from two groups and exchanging them in each
other’s groups to assist the model in learning more robust
representations encoded with rich group consensus infor-
mation. Second, the latent variable generator branch has
been created to provide uncertainly-based global stochastic
features that can regulate intermediate features from other
branches to focus on co-objects. Third, the CoSOD trans-
former branch has been created to capture correlation-based
global characteristics that carry information about group
consistency. These branches’ features are concatenated and
put into a transformer-based decoder, yielding high-quality
co-saliency maps. Extensive evaluations with and without
irrelevant images have demonstrated the superiority of our
method over a variety of state-of-the-art methods. In the fu-
ture, we plan to build a new dataset for real scenarios that
can provide a platform to evaluate model robustness and
practical value in a more reliable way. Further more, we
will consider the potential application of our method in de-
fending adversarial attacks [35].
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