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Abstract

We present a high-fidelity 3D generative adversarial network (GAN) inversion framework that can synthesize photo-realistic novel views while preserving specific details of the input image. High-fidelity 3D GAN inversion is inherently challenging due to the geometry-texture trade-off, where overfitting to a single view input image often damages the estimated geometry during the latent optimization. To solve this challenge, we propose a novel pipeline that builds on the pseudo-multi-view estimation with visibility analysis. We keep the original textures for the visible parts and utilize generative priors for the occluded parts. Extensive experiments show that our approach achieves advantageous reconstruction and novel view synthesis quality over prior work, even for images with out-of-distribution textures. The proposed pipeline also enables image attribute editing with the inverted latent code and 3D-aware texture modification. Our approach enables high-fidelity 3D rendering from a single image, which is promising for various applications of AI-generated 3D content. The source code is at https://github.com/jiaxinxie97/HFGI3D/.

1. Introduction

Real-world 3D-aware editing with a single 2D image fascinates various essential applications in computer graphics, such as virtual reality (VR), augmented reality (AR), and immersive meetings. Recent advancement in 3D GANs [12, 13, 21, 45] has achieved photo-realistic 3D-consistent image generation. With the GAN inversion approaches [19, 51, 72], which can map the images to the latent space of the pre-trained 3D-aware model, high-fidelity 3D-aware editing becomes promising.

High-fidelity 3D-aware inversion aims to generate novel views with high-quality reconstruction and 3D consistency, but existing methods can hardly meet these two goals simultaneously. Although current GAN inversion methods based on 2D GANs [1, 53, 54, 69] can perform 3D-related attributes (e.g., head pose) editing, the generated view is inconsistent due to the lack of the underlying 3D representation. When applying the existing optimization-based inversion approaches on 3D-aware GANs [12, 36], we can retrieve high-fidelity reconstruction by overfitting to a single input image. However, different from 2D GAN inversion, the reconstruction quality of 3D GAN depends not only on the input view’s faithfulness but also on the quality of the synthesized novel views. During the optimization process, the obvious artifacts in the synthesized novel views occur with the appearance of high-fidelity details in the input view as analyzed in Sec. 3. As only a single image is available in the optimization process, the reconstruction suffers from extreme ambiguity: infinite combinations of color and density can reconstruct the single input image, especially with out-of-distribution textures.

Based on the above observation, we propose our 3D-aware inversion pipeline by optimizing the reconstruction not only on the input image but also on a set of pseudo-multi-views. The pseudo views provide additional regularization, and thus the ambiguity is greatly reduced. Estimating the pseudo views is non-trivial as it requires maintaining the texture details while also generating the occluded parts in a plausible manner, based on the input view. We first estimate an initial geometry and conduct a visibility analysis to solve these challenges. We directly utilize the textures from the input image for the visible parts to preserve the texture details. For the occluded parts, we use a pretrained generator to synthesize the reasonable inpainted regions. With the additional supervision from the pseudo-multi-views, our approach achieves high-fidelity reconstruction results with the correct 3D geometry.

Our approach enables two types of editing: latent attributes editing and 3D-aware texture modification. We follow the previous work [55] and calculate the attribute direction in the latent code space. By modifying the inverted latent code in a specific direction, we can control the general attribute (e.g., smile, ages for portraits as in Figure 1(b)). Since the proposed pipeline enables inversion with out-of-distribution textures, we can achieve compelling 3D consistent editing by only modifying the textures of the input images (e.g., stylization or adding a tattoo in Figure 1(c)).

In summary, we propose a high-fidelity 3D GAN in-
version method by pseudo-multi-view optimization given an input image. Our approach can synthesize compelling 3D-consistent novel views that are visually and geometrically consistent with the input image. We perform extensive quantitative and qualitative experiments, which demonstrate that our 3D GAN inversion approach outperforms other 2D/3D GAN inversion baselines in both photorealism and faithfulness.

2. Related Work

2.1. GAN Inversion

GAN inversion [19, 51, 72, 82] retrieves the latent code that can faithfully reconstruct the input image given a pre-trained generative model. The recovered latent code facilitates various applications such as image editing [1, 2, 55, 81], interpolation [1, 44], and restoration [1, 48]. The existing inversion methods can be classified into three categories: optimization-based [1, 2, 18, 27, 30, 71, 83], encoder-based [3, 7, 22, 53, 64, 69], and hybrid [5, 11, 54, 81]. The optimization-based methods reduce the reconstruction error to optimize a latent code directly, whereas the encoder-based approaches involve training an encoder to map from the image space to the latent space. A hybrid scheme combines the above methods by using the encoder for initialization and refining the latent code. Although recent 2D GAN inversion [4, 69] has achieved faithful reconstruction with high editing capability, the editing related to 3D attributes (e.g., control camera angle and head pose) still suffers inevitable inconsistency and severe flickering as the pretrained generator is not 3D-aware. With the rapid development of 3D-aware GANs [12, 13], 3D consistent editing becomes promising with GAN inversion techniques. Unlike the concept of fidelity of 2D GAN inversion, which considers only the pixel-wise difference of the input view, the 3D inversion additionally involves the quality of the synthesized novel views. With the optimization-based inversion scheme, even though the details in the input view are
well-preserved, the overall fidelity can still be low as the synthesized view contains severe artifacts because of the issues such as entangled texture and geometry. This paper focuses on solving these issues and achieving high-fidelity 3D-aware reconstruction.

In addition to GAN inversion, there is another emerging field of research focused on reconstructing 3D representations from a single image, specifically depth [73,75]. While these approaches solely focus on reconstruction, inversion-based methods also enable editing capabilities.

2.2. 3D-aware GANs

Geometrically consistent GANs [24] have recently become a trending research topic. Early works explore generating 3D consistent images with different 3D representations such as mesh [16,23,28,31,40], voxels [29,41,42,65], multi-plane images [47,79] and point clouds [63]. The generated images usually suffer from blurry details since the 3D resolution is low, considering the memory cost. Although a learned neural rendering module [41, 42] can increase the generation quality, it damages the view consistency and results in inconsistent novel views. The neural 3D representation [6, 9, 16, 25, 37–39, 49, 50, 60, 66] (Neural Radiance Fields [39] especially) achieves stunning photorealism for novel view synthesis and can serve as the underlying representation for the 3D-aware generation. The recently proposed 3D-aware GANs [12, 13, 21, 43, 45, 56–58, 80] rely on implicit 3D representations and render high-resolution outputs with impressive details and excellent 3D consistency. Our works adopt EG3D [12] as the pretrained architecture as it generates photorealistic 3D consistent images comparable to StyleGAN [32, 33] while maintaining high computational efficiency. Note that the proposed inversion pipeline can be easily adapted to other 3D-aware GANs by replacing the underlying triplane model with other 3D representations.

Researchers have started early exploration in 3D GAN inversion [8, 34, 36, 52, 61, 62, 70]. Lin et al. [36] explores the latent space of EG3D and enables animating a portrait with a single image. IDE-3D [61] and FENerf [62] re-trains EG3D and PiGAN in a semantic-aware way, achieving semantic-conditioned editing with a hybrid and optimization inversion scheme respectively. Note that NARRATE [70] utilizes inversion to retrieve the 3D shapes, but their goals are to estimate the normal for novel view portrait editing. Different from these works, which mainly focus on the downstream applications of 3D GAN inversion, our work aims to improve the faithfulness of the 3D inversion while preserving the editing ability.

3. Method

3.1. Overview

3D GAN Inversion. Given the generator $G$ of a pretrained GAN that maps from latent space $\mathcal{W}$ to image space $\mathcal{X}$, GAN inversion aims at mapping from $\mathcal{X}$ back to $\mathcal{W}$, where the latent $w$ can faithfully reconstruct the input image $x_0$. As the 3D-aware GANs involve the physics-based rendering stage, the additional input camera pose $p_0$ is involved in synthesizing 3D consistent images. Formally, we formulate the 3D GAN inversion problem as follows:

$$w^* = \arg\min_w \mathcal{L}(G(w, p_0), x_0),$$

where $\mathcal{L}(\cdot)$ is the optimization loss that represents image distance in image or feature spaces.
Figure 3. The pipeline of the proposed 3D-aware inversion framework. $G$ and $R$ are the pretrained 3D-aware generator and the corresponding renderer, respectively. To improve the inversion quality, we synthesize the pseudo-view with camera pose $p_i$ to regularize the optimization. The pseudo-multi-view estimation consists of two steps: the visible image $V_i$ warping (upper-left) and the occlusion image $O_i$ generation (lower-left), combined with the estimated visibility mask $M_v$. With the additional supervision of the pseudo-views, the pipeline achieves high-fidelity 3D-consistent inversion.

**Analysis.** Researchers have conducted some attempts in 3D GAN inversion by directly applying optimization or hybrid methods for portrait reconstruction. Although the general facial features of the input images can be reconstructed with these approaches, the image-specific details, such as the freckles, wrinkles, and tattoos, are lost, and the fidelity is thus degraded. We observe that the optimization procedure in these methods is “early stopped” at a certain iteration before the input image $x_0$ is “overfitted.”

However, if we trivially increase the max optimization iteration, as shown in Figure 2, while the inversion preserves more image-specific details in the input image, obvious artifacts appear in the synthesized novel views. We further find that as the optimization iterations increase, although the reconstruction quality of the input image increases, the 3D consistency, on the contrary, decreases (more quantitative results are shown in the supplement). Our experiments demonstrate that “overfitting” to the input image that considers only the input camera pose damages the geometry of 3D GAN inversion. As the latent code is optimized to generate the image-specific textures, the corresponding geometry goes out of the distribution and leads to visually-unpleasant novel view results. To achieve high-fidelity inversion with high-quality novel view synthesis, we need a more delicate optimization scheme to handle the texture-geometry trade-off.

**Design.** As analyzed above, even though the optimized latent $w$ can render an image similar to the input image $x_0$ given the input camera pose $p_0$, $w$ does not guarantee reasonable rendering under other camera poses. In this work, we improve the inversion performance by regularizing the outputs of additional camera poses $\{p_1, p_2, ..., p_n\}$ with the corresponding pseudo-multi-views $\{x_1, x_2, ..., x_n\}$. To this end, we can reformulate the objective of the 3D GAN inversion as follows:

$$w^* = \arg\min_w \mathcal{L}(G(w, p_0), x_0) + \alpha \sum_i \mathcal{L}(G(w, p_i), x_i),$$

(2)

where $\alpha$ controls the strength of the regularization from the pseudo-views. For a pseudo-view $x_i$ with camera pose $p_i$, to increase the quality of the inversion, we should have the following properties: (1) if the texture from $x_0$ is visible under the camera pose $p_i$, the texture should be preserved; (2) the occluded parts should reasonably inpainted. Next, we will describe in detail how to synthesize the reasonable pseudo-views that satisfy the above properties.

Note that we have explored other alternative regularization strategies, such as regularizing the density or keeping the coarse geometry unchanged during the optimization.
while the reconstruction loss is only calculated on a single input, and the details are provided in the supplement.

3.2. Pseudo-multi-view Optimization

We divide the pseudo-multi-view estimation into two steps. Given a novel view, the synthesized image is expected to contain some parts visible from the input image. As only a single input view is provided, certain parts are occluded in the novel view. For the visible parts, we can directly warp the original textures from the input image. For the occluded parts, the pretrained generator $G$ is able to synthesize various photo-realistic 3D consistent images, which can be utilized to inpaint the occluded areas.

3.2.1 Visible Part Reconstruction

From the analysis in Figure 2, although the early stage of the optimization fails to reconstruct faithful textures, the coarse geometry generally matches the input image. Thus we can utilize the initially estimated geometry with the early stop to conduct the visibility analysis. We denote the optimized latent code as $w_{vis}$, and then we can reproject the input color image onto a 3D mesh derived from $w_{vis}$, as shown in Figure 3. For a new camera pose $p_i$, we project the mesh to the image plane [10] and denote the image regions with projected mesh as visible parts $M_v$ (other regions as occluded parts $M_o$). There are abrupt changes in the geometry along the boundary in $M_v$, so we erode $M_v$ with blur kernels around the boundary regions. The detailed description of each step is included in the supplement.

With the estimated geometry, we can warp the texture from the input image to the novel view. For the novel pose $p_i$, we obtain the pseudo textures $V_i$ by projecting the color mesh. As shown in Figure 3, $V_i$ preserves the details from the input image but contains large missing parts that are occluded. Next, we will focus on inpainting these occluded parts.

3.2.2 Occluded Part Reconstruction

The inpainted textures for the occluded parts should generate reasonable shapes, be consistent with $V_i$, and be 3D consistent for different views. One possible choice is to directly inpaint the missing regions with the pre-trained image or video inpainting pipelines [46, 68, 68, 74, 76, 78]. While inpainting for a single view can be reasonable in 2D, the 3D consistency suffers due to the lack of underlying 3D representations. Note that the pretrained 3D-aware generator $G$ can synthesize photo-realistic 3D consistent images, and thus we propose to inpaint the occluded parts with $G$. However, as in Figure 2, the novel view quality degrades because of the out-of-distribution textures. To increase the robustness of the inpainting, we exclude the out-of-distribution textures for the inversion and then synthesize reasonable novel views to inpaint the occluded parts.

As shown in Figure 3, given a camera pose $p_i$, the GAN inversion produces a reconstructed image $O_i$, which keeps the general appearance of the input image with inpainted textures and shapes. To exclude the out-of-distribution textures, we calculate a difference map $D$ as $||x_o - G(w_{vis}, p_0)||_2$. Then we binarize $D$ by setting the pixel value of $D$ to 0 if the difference is greater than a threshold $\theta$; otherwise, its value is set to 1.

Finally, we can optimize a latent code $w_{occ}$ for occluded parts based on the binary difference map $D$ with the camera pose $p_0$:

$$w_{occ} = \arg \min_w \mathcal{L}(G(w, p_0)D, x_0D),$$

$$O_i = G(w_{occ}, p_i).$$

With $w_{occ}$, we can generate any $O_i$ for the camera pose $p_i$.

3.2.3 Optimization

With the estimated pseudo-multi-views as additional supervision, we perform optimization to retrieve the latent code. We first perform optimization in the $W+$ space, then unfreeze and finetune the pretrained generator $G$, following Roich et al. [54]. For each iteration, we randomly select an auxiliary camera pose $p_i$ for optimization. Considering the visible parts and the occlusion parts, we can represent the loss in each gradient descent step as

$$\mathcal{L}_{rec}(G(w, p_0), x_0) + \mathcal{L}_{rec}(M_{v_i}G(w, p_i), M_{v_i}O_i) + \mathcal{L}_{rec}(M_{o_i}G(w, p_i), M_{o_i}V_i),$$

where the reconstruction loss $\mathcal{L}_{rec}$ is the weighted sum of the $L_2$ loss and the perceptual loss LPIPS with the features extracted from the VGG network [15, 59, 77]. With the perceptual loss (LPIPS), we achieve higher quality for the perceptual details such as the hairs. After the fitting, the optimized latent code can be used for synthesizing novel views or various attribute editing.

4. Experiments

4.1. Experimental Setup

For the initial visibility estimation stage, we set the learning rate at 5e-3 and the training iteration at 1000. We set the learning rate for the optimization stage at 3e-4 and the training iteration at 3000. We choose EG3D [12] as the 3D-aware generator $G$ as it synthesizes photo-realistic images with high 3D consistency. We utilize a pretrained EG3D model trained on the FFHQ [32] dataset for optimization and then evaluate the performance on CelebA-HQ [35] dataset. All experiments are done on a single NVIDIA RTX 3090 GPU. We attach more detailed settings in the supplement.
4.2. Evaluation

We perform both qualitative and quantitative evaluations for the proposed approach in terms of faithfulness and 3D consistency. We compare our method with three state-of-the-art inversion methods, HFGI [69], PTI [54] and IDE-3D [61]. HFGI [69] is the state-of-the-art encoder-based 2D GAN inversion method that achieves high-fidelity image reconstruction. Although PTI [54] was originally proposed for inversing 2D GAN, the method has been proven to achieve reasonable performance on 3D GAN inversion [12, 36]. IDE-3D [61] proposes a hybrid inversion approach on 3D GAN and trains an encoder that maps from the input image to the latent for initialization.
4.2.1 Qualitative Analysis

We demonstrate the visual comparisons in Figure 4. Note that HFGI is for 2D GAN inversion, and thus it has a slightly different viewpoint and is inconsistent in 3D-aware editing. The proposed approach is robust to the out-of-distribution textures such as the tattoos and can faithfully reconstruct the image-specific details, while PTI and IDE-3D fail to keep the identity from the source for the novel views. We also provide additional inversion results on the AFHQ-cats [17] and ShapeNet-cars [14] datasets in Figure 5, which shows our method also works on other datasets.

4.2.2 Quantitative Analysis

Table 1 presents the quantitative comparison between our method and baselines. For test data, we randomly select 1500 images from the CelebA-HQ dataset. For reconstruction fidelity, we adopt PSNR, MS-SSIM, and LPIPS [77] on input image as the evaluation metrics. Our approach obtains the best scores on all the evaluated metrics compared with baselines, which indicates that our method reconstructs high-fidelity details of input images.

In terms of the 3D consistency, we adopt the evaluation setting from [26]. Specifically, we use 5 synthesized novel views near the input camera pose to predict the input image using the IBRNet [67] and calculate the difference with PSNR. The reported metrics in the novel view synthesis prove that more stable 3D consistency is achieved by our approach. Also, we randomly select one novel view for every CelebA-HQ test image and compute the mean Arcface [20] cosine similarity between rendered novel view images and input images to evaluate our 3D consistency. Our ID loss exceeds other baselines by a large margin. Note that the quantitative evaluation of the 3D consistency is still an open question, and we report more metrics in the supplement. We recommend readers watch our result videos for a comprehensive evaluation of 3D consistency.

4.2.3 User Study

We conduct a user study to perceptually evaluate the reconstruction quality of our approach. We use 14 random images from our test dataset and perform the 3D inversion. For each vote, the user is provided with the input image, the video rendered with a sphere camera trajectory that looks at the center of the face of our approach, and the video of baselines rendered with the same trajectory. We ask the participant to compare which video is preferred in the following two aspects: keeping the best identity of the input image and inducing the least flicker. As in Table 2, from the collected 1120 votes from 40 participants, the proposed method outperforms other baselines by a large margin.

4.2.4 Ablation Analysis

We conduct the ablation analysis to show the effectiveness of our design. Specifically, we implement two ablated models: (1) Without occluded parts, we remove our occluded part reconstruction and apply bilinear interpolation instead of generative priors for invisible pixels; (2) Without original textures, we use the generated texture instead of the original textures for the visible parts. Figure 6 show the qualitative comparison. We spot the following findings: (1) with only interpolation, the synthesized novel view contains obvious artifacts near the face boundary. The generated invisible part leads to obvious improvement in synthesizing the reasonable face shape; (2) with only the generated textures, the high-frequency details from the input images are lost.

4.3. Applications

Inversion of 3D GANs enables many applications, such as 3D-aware editing. We demonstrate two types of editing: latent-based attribute editing and texture-based image editing. For attribute editing, we follow the pipeline in [55] to calculate the moving direction in the latent space (Details attached in the supplement). We show transferring gender, changing ages, smiling, and wearing glasses in Figure 7(a) and render the corresponding 3D-consistent views. As our approach can handle out-of-distribution textures, we can
5. Conclusion

This work studies high-fidelity 3D GAN inversion, which enables latent-based attribute editing and texture-based image editing. Extensive experiments demonstrate that our method can robustly synthesize the novel view of the input image with excellent detail preservation. The proposed pipeline is general and easy to apply as we can conduct the visibility analysis and the pseudo-multi-view generation for 3D-aware GANs. Still, our approach suffers from several limitations. One primary limitation is the difficulty in reconstructing the geometry of the out-of-distribution objects (e.g., trinkets and hands). As a result of the initially incorrect geometry, the following operations inevitably fail to synthesize reasonable results. Additionally, the estimated geometry for input with extreme poses may suffer from distortions. We attach examples of the failure cases in the supplement. Nevertheless, the proposed approach is promising to serve as a practical solution for 3D-aware reconstruction and editing with only a single input, and we expect future works to solve the remaining issues.
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