
Toward Stable, Interpretable, and Lightweight Hyperspectral Super-resolution

Wen-jin Guo 1,*, Weiying Xie 1,∗†, Kai Jiang 1, Yunsong Li 1, Jie Lei 1, Leyuan Fang 2

1 State Key Laboratory of Integrated Services Networks, Xidian University
2 College of Electrical and Information Engineering, Hunan University

guowenjin@stu.xidian.edu.cn wyxie@xidian.edu.cn xdjiangkai@foxmail.com

jielei, ysli@mail.xidian.edu.cn fangleyuan@gmail.com

Abstract

For real applications, existing HSI-SR methods are not
only limited to unstable performance under unknown sce-
narios but also suffer from high computation consumption.
In this paper, we develop a new coordination optimiza-
tion framework for stable, interpretable, and lightweight
HSI-SR. Specifically, we create a positive cycle between fu-
sion and degradation estimation under a new probabilis-
tic framework. The estimated degradation is applied to fu-
sion as guidance for a degradation-aware HSI-SR. Under
the framework, we establish an explicit degradation estima-
tion method to tackle the indeterminacy and unstable per-
formance caused by the black-box simulation in previous
methods. Considering the interpretability in fusion, we in-
tegrate spectral mixing prior into the fusion process, which
can be easily realized by a tiny autoencoder, leading to
a dramatic release of the computation burden. Based on
the spectral mixing prior, we then develop a partial fine-
tune strategy to reduce the computation cost further. Com-
prehensive experiments demonstrate the superiority of our
method against the state-of-the-arts under synthetic and
real datasets. For instance, we achieve a 2.3 dB promo-
tion on PSNR with 120× model size reduction and 4300×
FLOPs reduction under the CAVE dataset. Code is avail-
able in https://github.com/WenjinGuo/DAEM .

1. Introduction

Different from traditional optical images with a few
channels, hyperspectral images (HSIs) with tens to hun-
dreds of bands hold discriminative information about ma-
terials, leading to a great advantage in a wide range of ap-
plications, e.g., the monitoring and management of ecosys-
tems, biodiversity, and disasters [1–8]. However, the physi-
cal limitation in imaging causes a trade-off between spatial
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Figure 1. Comparison among recent state-of-the-art (SOTA) meth-
ods and our method. We report the computational efficiency (Size,
FLOPs, and Time) in (a) and the distribution of two measurement
metrics (PSNR, SAM) under various degradations in (b). Obvi-
ously, our method is remarkably superior to others in lightweight,
fidelity, and stability.

and spectral resolution. HSIs are suffered from low spa-
tial resolution in real applications. Therefore, hyperspectral
super-resolution (HSI-SR), which aims to promote the spa-
tial resolution of HSIs, has become a significant task, and
always performs as a necessary pre-processing of HSI ap-
plications, i.e. detection and classification [9–16].

Due to the common optical platforms which are
equipped with both HSI sensor and multispectral sensor
(such as satellites, airborne platforms), HSIs and multispec-
tral images (MSIs) imaged in the same scene are easy to
access. Fusion-based HSI-SR aims to estimate the desired
high resolution HSI (HR-HSI) from the corresponding low
resolution HSI (LR-HSI) and high resolution MSI (HR-
MSI). Naturally, HSI-SR can be modeled as a maximum
a posterior (MAP) estimation:

p(Z|X ,Y) ∝ p(X ,Y|Z,θ)p(Z|ϕ), (1)

where Z ∈ RH×W×B is the target HR-HSI with H , W and
B as its height, width and number of bands, respectively.
X ∈ Rh×w×B is the observed LR-HSI with h and w as
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its height and width (h < H,w < W ). Y ∈ RH×W×b

is the HR-MSI with b bands (b < B). θ and ϕ are pa-
rameters in the likelihood and the prior, respectively. As
a pre-processing task, HSI-SR faces two challenges, high
fidelity recovery and efficient processing (i.e., low compu-
tational burden and fast processing). Referred to Eq. (1), we
analyse these two ingredients from three perspectives: the
likelihood term, the prior term, and coordination between
them.

Likelihood Term
The likelihood term reflects the degradation process, and

the widely accepted degradation model can be formulated
as:

X = (Z ∗ C) ↓s +NX ,

Y = Z ×3 R+NY ,
(2)

where C ∈ Rs×s, R ∈ RB×b represent the PSF (point
spread function) and SRF (spectral response function), re-
spectively. ↓s represents spatial downsampling with s
times. ×3 is matrix multiple on the third dimension. Early
methods demand precise degradation parameters to opti-
mize the likelihood [17–19]. However, PSF and SRF are
various and unknown in real scenarios, hence the high de-
mand for blind HSI-SR. In [20], two convolution blocks are
built to simulate the degradation process, which learn the
degradation in training sets and apply it to testing samples.
Unsupervised blind HSI-SR methods estimate degradation
in each image-pair individually [21–23]. Yao et al. [22] pro-
pose a spatial-spectral consistency to further constrain the
degradation estimation. Despite better applicability, recent
blind HSI-SR methods are limited by the DL-based estima-
tion. On one hand, the implicit modeling of degradation
imports a black box in optimization and draws uncertainty,
especially in volatile degradation. On the other hand, degra-
dation estimation is an inverse problem with multiple candi-
dates, the common over-fitting in neural networks will lead
to inaccurate and unstable performance.

Prior Term
If only considering the likelihood term, HSI-SR is an

ill-posed problem with infinite solutions. The prior term
shrinks the solution space as a regularization. Earlier works
make assumptions on prior through manual induction of
data characteristics, such as low rank [24, 25], and spar-
sity [26–30]. Recent supervised deep learning (DL)-based
methods replace this process through data characterization
by neural networks. These inductive methods will drop
a lot on performance when testing samples differ training
samples, hence a critical need for general prior assumption.
As an inherent feature in HSIs, spectral mixing prior sim-
ulates the common spectral mixing phenomenon in imag-
ing. Unmixing-based methods make a breakthrough in fi-
delity [17,18,31,32]. Moreover, to promote the generaliza-
tion, coupled autoencoder is proposed to simulate the spec-

tral mixing with deep learning toolkit [21, 22]. Despite su-
perior fidelity, recent unsupervised DL-based methods over-
focus on network architecture and underestimate the effort
of prior knowledge in HSIs, resulted in two drawbacks. On
one hand, the over-designed network structures weaken the
role of the prior assumption, which harms the interpretabil-
ity. On the other hand, the complicated network structures
pose a heavy burden on power and memory.

Coordination between Likelihood and Prior
The most recent blind HSI-SR methods generally con-

tain two modules, the fusion module and the degradation
estimator [22,23,33]. From the viewpoint of MAP problem,
the former aims to recover the HR-HSI through the obser-
vations under the regularization of the prior. The later mini-
mizes the likelihood term by estimating degradation param-
eters. The unknown HR-HSI and degradation determine the
observations. Naturally, the estimated degradation can be
fed to the fusion module as a guidance. However, in recent
methods, the degradation estimator and fusion module only
interacts in backward stage. The learned degradation pa-
rameters are not involved in the updating of fusion module
or prior parameters, which brings two weaknesses. Firstly,
the nearly independent optimization of likelihood and prior
causes more updating steps and slows the convergence. Sec-
ondly, optimization with less interaction inducts conflict op-
timization directions and results in local optimum with un-
real recovery.

In this paper, we develop a novel coordination optimiza-
tion framework for stable, interpretable, and lightweight
HSI-SR. Through integrating the Wald protocol in the MAP
problem, we construct a postive feedback loop between
prior and likelihood. Based on the framework, we explore
an explicit degradation estimation to remedy the unstable
performance of black-box estimation. As for the prior, we
establish a lightweight autoencoder to simulate the spectral
mixing prior in HSIs for a interpretable fusion. Our contri-
butions are summarized as follows:

1. We explore a coordination optimization framework
for HSI-SR with fast convergence and stable performance.
Under the framework, the degradation estimation and fusion
process promote each other concordantly. To the best of our
knowledge, it is the first work to explore the cooperative
relationship between prior and likelihood in HSI-SR.

2. An explicit estimation method is established in HSI-
SR firstly. Through modeling PSF and SRF with anisotropic
Gaussian kernel and Gaussian mixture, tiny parameters re-
alize stable and precise estimation.

3. We simulate the general spectral mixing prior with
only one interpretable autoencoder. Compared with recent
complicated models, the network makes a breakthrough in
lightweight. Based on the fusion netwrok, we explore a par-
tial optimization strategy in test stage, which only updates
the decoder that handles the individual spectral feature of
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images, reducing large computaion and time consumption.

2. Related Work

2.1. Spectral Mixing Prior in HSI-SR

Recent unmixing-based methods implement the spectral
mixing prior through coupled autoencoder [21, 22, 33]. The
observed LR-HSI and HR-MSI are reconstructed by two au-
toencoders to extract abundances (latent features) and end-
members (weights of decoders). Then HR-HSI is gener-
ated by the decoder of LR-HSI with the latent feature of
HR-MSI as input. There are two limitations. Firstly, the
separate unmixing of LR-HSI and HR-MSI leads to a par-
ticular sensitivity to the divergence of autoencoders’ fea-
tures. Even several modifications are applied, such as cross-
attention [22] and alternative optimization [21]. Secondly,
high-dimensional hyperspectral data dramatically increases
the computational burden on coupled autoencoder. By con-
trast, we simulate the unmixing prior with only one autoen-
coder, leading to more accurate results while reducing the
computational complexity significantly.

2.2. Degradation Estimation

Image enhancement is a typical ill-posed problem with
infinite solutions, hence the urgent necessity for precise
degradation estimation to constrain the solution space.

Estimation of Blur Kernel
In single image super-resolution (SISR), estimation of

blur kernel become a hot topic. Wang et al. [34] propose an
contrastive learning scheme for degradation representation
under relative distances between different blur kernels. Luo
et al. [35] introduce probabilistic model and build a single
network to mapping the distribution of blur kernels. In [36],
an explicit degradation estimation scheme is proposed with
modeling blur kernel with anisotropic Gaussian. In HSI-
SR, Qu et al. [21] fisrt estimate PSF unsupervisedly with
several convolution layers. Yao et al. [22] regularize the es-
timation with spatial-spectral consistency. In [33], a single
convolution layer is applied to simulate the PSF and realize
closer result to groundtruth.

Estimation of SRF
SRF is a specific degradation in HSI-SR. Previous meth-

ods model SRF with 1 × 1 convolution layers or fully-
connect layers [21–23, 33, 37].

2.3. Wald Protocol

The target HR-HSI with same spatial resolution to HR-
MSI is not accessible in real world. To measure the per-
formance of HSI-SR methods, Wald protocol indicates that
the performance of recovering LR-HSI from degraded HR-
MSI and LR-HSI is consistent to the recovery of unknown
HR-HSI, which links the degradation and fusion [38].

3. The Proposed Method
3.1. Problem Formulation

According to Eq. (1), HSI-SR is a MAP problem de-
termined by parameters θ = {C,R} and ϕ. In practice,
the degradation parameter θ and prior knowledge ϕ are not
completely known. Thus, we re-model blind HSI-SR with
an additional inference of parameters:

maxZ,θ,ϕ log p(X ,Y|Z,θ) + log p(Z|X ,Y,ϕ)

+ log p(ϕ|X ,Y,θ) + log p(θ|X ,Y)
, (3)

where p(θ|X ,Y) represents inferring degradation parame-
ters θ without the guidance of HR-HSI, leading to unsu-
pervised degradation estimation. The estimated degrada-
tion θ is involved in the inference of fusion module, i.e.,
p(ϕ|X ,Y,θ), which limits the freedom of original MAP
model for a coordination optimization.

We will discuss each item in Eq. (3) at the remainder of
this section. The solution of Eq. (3) will be introduced in
Sec. 4.

3.2. Coordination between Likelihood and Prior

In Wald protocol, the fusion module should recover LR-
HSI from the degraded LR-HSI and HR-MSI. Based on
Wald protocol, we can find:

X = F((X ∗ C) ↓s, (Y ∗ C) ↓s;ϕ) +NX , (4)

where F(·) represents the fusion module. NX is a Gaussian
noise with zero-mean, thus we have:

p(ϕ|X ,Y,θ) =

h∏
i=1

w∏
j=1

N (X̂i,j(ϕ)|xi,j , ϵ
2
1I), (5)

where X̂ = F((X ∗ C) ↓s, (Y ∗ C) ↓s;ϕ). Evidently,
the estimated degradation parameters guide the optimiza-
tion of the fusion module. Then, the guided fusion result
Z = F(X ,Y;ϕ) will facilitates the update of degradation
parameters, i.e., maximum of p(X ,Y|Z,θ). In this way, the
coordination optimization framework forms a virtuous cir-
cle between degradation estimation and fusion, leading to
a robust HSI-SR. Meanwhile, the framework is orthogonal
to the degradation estimation module and fusion module.
Thus, it can be easily combined with well-designed mod-
ules for a further promotion on performance. Next, we will
discuss these two modules.

3.3. Explicit Degradation Estimation

Here, we aim to capture the inherent pattern of degra-
dations explicitly, expecting to a stable and precise estima-
tion. Similar to the widely recognized degradation model
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(a) E-step: sample hr-HSI from estimated posterior distribution

(c) Stage 2 of M-step: update fusion module under Wald protocol (b) Stage 1 of M-step: update degradation estimation
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Figure 2. An overview of the proposed coordination optimization HSI-SR framework. Degradation estimation and fusion facilitate a
positive feedback loop in the framework. As shown in (c), the estimated PSF is involved in the optimization of the fusion module as a
guidance. Explicit modeling of PSF and SRF are built under anisotropic Gaussian kernel and mixture Gaussian for a stable degradation
estimation. A lightweight autoencoder is constructed to recover the HR-HSI under the spectral mixing prior for an interpretable fusion. To
solve the HSI-SR structure flexibly and efficiently, a Monte Carlo EM algorithm is applied with alternative optimization.

[36, 39], we simulate the PSF C with anisotropic Gaussian
kernel:

Ci,j =
1

2π

√
|Λ|exp(−1

2
STΛS),

S = [i, j]T , i, j ∈ −s/2, · · · , s/2,
(6)

where Λ ∈ R2 is the covariance of the Gaussian blur kernel,
and Λ is a symmetric positive definite matrix. Thus, only 3
parameters can handle the blur kernel1.

Similarly, the SRF R lies in simple mode. We can es-
timate each column of R through mixture Gaussian with
K components (only 2K parameters can realize estimation,
which is evidently less than previous methods with B × b
parameters at least2):

Ri,j =

K∑
k=1

1√
2πσj,k

exp(− (i− µj,k)
2

2σ2
j,k

), (7)

where µj,k and σj,k are mean and variance of k-th Gaussian
components in jth band of HR-MSI. With the estimated
degradation parameters, the likelihood p(X ,Y|Z,θ) can be
mathematically expressed as:

1Direct simulation of PSF requires s × s parameters at least. In com-
mon, the scale factor s values as 32, means our method achieve 341×
parameters reduction.

2Take CAVE dataset as example. In this situation, b = 3, B = 31 and
we set K = 4, resulted in 11× parameter reduction at least.

p(X ,Y|Z,θ) = p(X|Z,θ)p(Y|Z,θ),

p(X|Z,θ) =

H∏
i=1

W∏
j=1

N (xi,j |((Z ∗ C) ↓s)i,j , ϵ22I),

p(Y|Z,θ) =

H∏
i=1

W∏
j=1

N (yi,j |(Z ×3 R)i,j , ϵ
2
3I).

(8)
In general, the spectral degradation of LR-HSI and the

spatial degradation of HR-HSI stay close to each other,
which is the so-called spatial-spectral consistency [22].
Therefore, p(θ|X ,Y) is in direct proportion to the simi-
larity of these two degradations. Naturally, we model the
posterior distribution of θ as:

p(θ|X ,Y) ∝ exp(||X ×3 R− (Y ∗ C) ↓s ||2). (9)

3.4. Interpretable and Lightweight Fusion

Two ingredients should be considered in fusion. Firstly,
the fusion module should reflect the physical generation of
HR-HSI as a prior knowledge for a clear interpretability.
Secondly, considering the limited computation resource in
real applications, the fusion module should be lightweight.

For the first point, we build a two stage model to simulate
the spectral mixing phenomenon in HSIs imaging:

A = D(Y;ϕa),

Z = G(A;ϕe) = µ(A) + σ(A) · ϵ, ϵ ∼ N (0, I),
(10)

where A is the abundance of different materials in Z . D(·)
is a classifier to detect the material category of each pixel,
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essentially. G(·) aims to map each hyperspectral vector
from corresponding category of materials.

For the second point, we implement the fusion module
with a tiny autoencoder. The encoder stacks five 1× 1 con-
volution layers, which aims to predict the category of input
pixel, while the subsequent decoder recover the HSIs from
the predicted class information on each pixel. Because of
the simple mode of spectrums in HSIs, we build the decoder
with only two fully-connected layers.

4. Optimization
4.1. Training

For an efficient solution, we apply Monte Carlo Expec-
tation Maximum (EM) algorithm on Eq. (3), which alter-
nately updates parameters and desired distribution3. The
overview of the proposed EM algorithm in training stage is
presented in Fig. 2.

E-step
In this stage, we fix the parameters in Eq. (3) and search

the optimal distribution of Z . Following the classic EM al-
gorithm, we set it as p(Z|X ,Y,ϕold) (where ϕold is the
current fusion parameter). Thus, the corresponding evident
lower bound (ELBO, equivalent to the original MAP prob-
lem) can be written as:

L(Z,ϕ,θ;X ,Y) ∝∫
p(Z|X ,Y,ϕold) log p(Z,θ,ϕ|X ,Y)dZ.

(11)
Then we simplify the calculation of ELBO through Monte
Carlo approach. Through sampling the latent variable Z
from p(Z|X ,Y,ϕold), the ELBO is simplified to a accu-
mulation:

L(Z,θ,ϕ;X ,Y) ≈
N∑
i=1

logp(Zi,θ,ϕ|X ,Y) + const,

(12)
where Zi is the i-th sample from p(Z|X ,Y,ϕ) and we set
i = 1 similar to [40].

M-step M-step aims to maximize the approximated
ELBO in E-step w.r.t. the parameters θ,ϕ. We apply al-
ternative optimization strategy to solve this problem.

Firstly, we fix ϕ and update θ. According to Eq. (3), the
object of optimization on θ is:

maxθ log p(X ,Y|Z,θ)p(θ|X ,Y)

=⇒ minθα1||X − (Z ∗ C) ↓s ||2 + α2||Y − Z ×3 R||2

+ α3||X ×3 R− (Y ∗ C) ↓s ||2.
(13)

3Analysis on convergence is presented in the Supplemental Materials.

Algorithm 1: Fast fine-tune of the proposed
method.

Input: observed LR-HSI X , HR-MSI Y ,
pre-trained θ, ϕ

Output: the estimated HR-HSI Z
1 while not converged do
2 E-step: Sample the latent variable/HR-HSI Z

from p(Z|X ,Y,ϕ) following Eq. (10);
3 M-step: Update parameter ϕe with fixed θ and

ϕa based on Eq. (15).
4 end
5 Z = G(D(Y;ϕa);ϕe).

Secondly, we fix θ and update ϕ:

maxϕ log p(ϕ|X ,Y,θ)

=⇒ minθ β||X − G(D((Y ∗ Cnew) ↓s;ϕa);ϕe)||2.
(14)

We use α1, α2, α3, β to trade-off the efforts of different
terms4. Note that we omit p(Z|X ,Y,ϕ), beacuse the prior
knowledge of HR-HSI is contained in the structure of the
fusion module.

At the end of optimization, we can estimate the desired
HR-HSI through sampling from p(Z|X ,Y,ϕ), i.e., Z =
G(D(Y;ϕa);ϕe).

4.2. Fast Fine-tuning

Different from nature images, hyperspectral images vary
in different scene dramaticly. Thus, fine-tuning in the pro-
cessing images is necessary [21–23]. Considering the cir-
cumstance in real scene, the fine-tune stage should be effi-
cient in time and computational consumption. We develop
a fast fine-tune strategy to satisfy above requirements. The
overview of the proposed EM algorithm in testing stage is
presented in Algorithm 1.

With the learned degradation from the training set, it’s
unnecessary to update degradation adaption in fine-tuning5.
We only adapt the fusion module to input images. The two
submodules of the fusion module play different roles. As a
classifier, the abundance estimator D(·) handles the relative
differences in spectrums and is not necessary to be updated
in fine-tune stage. We only optimize the spectral mapping
block G(·):

minϕz
||X − G(Ã;ϕe)||2, (15)

4Parameters analysis can be found in the Supplemental Materials.
5We assume consistent degradation in training and testing samples. For

inconsistent degradation (i.e., the PSF and SRF of imaging sensors are
changed), we can load batch of image-pairs to re-train the network with
low cost. For dramatic degradation changing where degradation varies in
different images, we simulate this circumstance and verify the efficiency
of our method, which can be found in the Supplementary Materials.
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(a) CNMF [17] (b) CSTF [26] (c) HySure [18] (d) MHFNet [39] (e) CUCaNet [22] (f) UAL [23] (g) Ours (h) Ground truth

Figure 3. Visual SR results and the corresponding error images on scene of glass tiles in CAVE dataset under the degradation of PSF5,
where we display the 22th (620nm) band of the HR-HSI images.

(a) CNMF [17] (b) CSTF [26] (c) HySure [18] (d) MHFNet [39] (e) CUCaNet [22] (f) UAL [23] (g) Ours (h) Ground truth

Figure 4. Visual SR results and the corresponding error images of imgf27 in Harvard dataset under degradation of PSF5, where we
display the 15th (480nm) band of the HR-HSI images.

where Ã = D((Y ∗ C) ↓s;ϕa) and is fixed in fine-tuning
stage.

5. Experimental Results

5.1. Experiment Setup

Implementation Details
We implement our method under Pytorch with a single

3090 GPU. We apply the ADAM optimizer in the train-
ing stage with parameters β1 = 0.9, β2 = 0.999, and
η = 10−8. The learning rate in the training and fine-tuning
stage is initialized to 10−3 and 5 × 10−3, respectively. We
adopt 100 epochs in the training stage and 250 in the testing
stage. The detailed network structure varies in the different
datasets with different bands of HSIs, and we will list the
clear network structure in the Supplementary Materials.

Compared Methods
For comprehensive comparison, we select three nu-

merical methods (including CNMF [17]6, Hysure [18]7,
CSTF [26]8), state-of-the-art supervised learning approach,
(MHFNet [39]9), two unsupervised learning approaches

6https://naotoyokoya.com/Download.html
7https://github.com/alfaiate/HySure
8https://github.com/renweidian/CSTF
9https://github.com/XieQi2015/MHF-net

(including CUCaNet [22]10, and UAL [23]11). All of the
numerical methods require the PSF C for a precise recov-
ery. We provide the groundtruth degradation parameters for
these methods in synthetic datasets.

Benchmarks
We adopt three synthetic HSI benchmarks and one real

HSI benchmark for evaluation, including CAVE [41]12,
Harvard [42]13, Chikusei [43]14, and Worldview215. The
CAVE dataset contains 32 HSIs imaging from 32 different
indoor scenes. Each HSI has 512 × 512 pixels and 31 spec-
tral bands measured in the wavelength ranging from 400nm
to 700nm. The Harvard dataset consists of 50 HSIs imaged
outdoors. Each HSI has 1040 × 1392 pixels and 31 spectral
bands measured in the wavelength ranging from 420nm to
720nm. For the experiment, we select the left top of each
image with 1024× 1376 pixels. Chikusei is an airborne hy-
perspectral dataset with 2517 × 2335 pixels and 128 bands
in the spectral range from 363nm to 1018nm. We select the
right bottom of Chikusei with 2048× 2048 pixels and crop
it to 16 non-overlapped images with a size of 512 × 512 for
the experiment. Worldview2 is a real-world dataset with a

10https://github.com/danfenghong/ECCV2020 CUCaNet
11https://github.com/JiangtaoNie/UAL
12http://www.cs.columbia.edu/CAVE/databases/
13http://vision.seas.harvard.edu/hyperspec/explore.html
14https://naotoyokoya.com/Download.html
15https://www.l3harrisgeospatial.com/Data-Imagery/Satellite-

Imagery/High-Resolution/WorldView-2
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(a) CNMF [17] (b) CSTF [26] (c) HySure [18] (d) MHFNet [39] (e) CUCaNet [22] (f) UAL [23] (g) Ours (h) HR-HSI

Figure 5. Visual SR results and the corresponding error images on Chikusei dataset, where we display the test images with bands 70-100-36
as R-G-B to show.

Table 1. Average performance of test methods on three synthetic datasets under six random generated degradations.

Datasets CAVE Harvard Chikusei
Methods PSNR SAM ERGAS UQI PSNR SAM ERGAS UQI PSNR SAM ERGAS UQI
CNMF 29.3 17.8 2.16 0.702 25.7 13.3 1.76 0.580 24.5 17.8 1.38 0.721
Hysure 28.0 24.1 1.27 0.789 35.2 7.01 0.652 0.908 21.8 10.3 2.67 0.644
CSTF 29.5 14.8 1.03 0.817 34.7 7.16 0.640 0.923 25.7 11.8 1.56 0.848

MHFNet 37.3 9.57 0.693 0.928 41.1 3.57 0.312 0.988 33.6 7.07 0.638 0.951
CUCaNet 34.3 13.6 0.964 0.963 37.3 6.10 1.42 0.936 27.3 5.82 0.753 0.890

UAL 37.2 9.83 0.785 0.912 40.7 7.11 0.824 0.964 28.9 7.55 1.249 0.888
Ours 39.5 6.74 0.340 0.944 42.4 3.20 0.276 0.995 33.7 3.77 0.591 0.980

LR-HSI of size 419 × 658 × 8 and a HR-MSI of size 1676
× 2632 × 3, while the HR-HSI is unavailable.

We adopt four picture quality indices (PQIs) for quan-
titative evaluation, including peak signal-to-noise ratio
(PSNR), spectral angle mapper (SAM [44]), relative dimen-
sionless global error in synthesis (ERGAS [38]), and uni-
versal image quality index (UIQI [45]).

5.2. Experiments on Synthetic Benchmarks

In CAVE and Harvard, we conduct the testing sets with
the last 16 and 25 images, respectively, and the remaind-
ing images are set as training samples for compared super-
vised methods. We randomly select 8 cropped images in
Chikusei as testing samples, and the others are set as train-
ing samples. We apply six randomly generated Gaussian
blur kernels as PSF to synthesize LR-HSIs for each dataset.
The generated bur kernels are visualized in Fig. 6. Fol-
lowing the settings of [39], we apply SRF of Landset8 to
generate HR-MSIs of Chikusei, Nikon 700 for HR-MSIs of
CAVE and Harvard. There are 6 versions for each dataset
corresponding to 6 blur kernels. As shown in Table 1, the
proposed method outperforms other comparsion methods.
Fig. 3 depicts the visual performance of different methods
in CAVE [41] dataset. As can be observed that our method
surpasses other methods in detailed content and global con-
texts. The same conclusion holds for other datasets, as
shown in Fig. 4 and Fig. 5.

5.3. Real Scenario Experiments

Since the HR-HSI in Worldview2 is unavailable, we ap-
ply the Wald protocol to build the training set for super-

vised methods. Both LR-HSI and HR-MSI are downsam-
pled spatially by a factor of 4, and the original LR-HSI is
used as ground truth HR-HSI in the training set. As shown
in Fig. 7, visual inspection indicates that our method holds
a more clear texture than comparison methods.

5.4. Algorithmic Analysis

Explicit Degradation Estimation
Fig. 6 depicts the estimated blur kernels by our method.

Obviously, our explicit degradation estimation method ac-
curately captures the degradation characteristics.
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Figure 6. Random generated anisotropic Gaussian blur kernels and
the corresponding estimated blur kernels by our method.

As for the SRF, DL-based estimation lose the essential
features of SRF. Evidently, the superfluous learning capabil-
ity causes over-fitting. By contrast, our explicit estimation
method achieve a more precise estimation which captures
the peak in each band, as shown in Fig. 8.

Computational Cost Analysis
Further, we report the FLOPs, model size, training time,

and testing time of competing methods in Table 2. Evi-
dently, our method surpasses other methods in lightweight
and fast processing.
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(a) CNMF [17] (b) CSTF [26] (c) HySure [18] (d) MHFNet [39] (e) CUCaNet [22] (f) UAL [23] (g) Ours (h) HR-MSI

Figure 7. Visual SR results in WV2 dataset. We show the images with bands 5-3-2 as R-G-B.
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Figure 8. Groundtruth SRF and the estimated SRFs by DL toolkits
and our explicit estimation strategy.

Table 2. Computational and time consumption on competing
methods.

Methods
FLOPs

(G)
Param
(M)

Training
Time (min)

Testing
Time (s)

CNMF / / / 101.2
CSTF / / / 123.8

HySure / / / 153.8
MHFNet 21226 129.4 1255 23.95
CUCaNet 7226 2.28 / 34.2(min)

UAL 9275 27.05 351 29.7
Ours 1.67 0.019 86.8 20.5

Table 3. Effort of each component in the proposed method.

Methods PSNR SAM Train Test
Time (min) Time (s)

w/o coord 32.56 7.717 86.8 20.5
w/o DE 32.72 7.713 83.1 18.7

Conv DE 31.42 8.320 89.5 21.0
w/o fine-tune 27.93 13.61 86.8 0.235
w/o pre-train 30.97 11.57 0 20.5
w/o fix enc 35.79 7.198 86.8 28.2

Ours 39.48 6.825 86.8 20.5

Ablation Study
We analyze three critical components in our method: (1)

coordination optimization between prior and likelihood, (2)
the explicit degradation estimation, and (3) fast fine-tune
strategy. To verify the effort of the coordination opti-

mization, we break the feedback circle between likelihood
and prior through replacing the estimated PSF in the fusion
module with fixed PSF (isotropic Gaussian kernel with vari-
ance [0.1, 0.1]), represented as ’w/o coord’. The dropped
performance in Table 3 confirms the effort of coordination
strategy. For the explicit degradation estimation, we con-
duct two variances that remove degradation estimation and
replace explicit estimation with convolution layers, termed
’w/o DE’ and ’Conv DE’ , respectively. As shown in Ta-
ble 3, their performance is inferior to the original setting,
which verifies the effort of degradation estimation and ex-
plicit estimation. As for the fast fine-tune strategy, we
build three variances in which product fusion results with-
out fine-tuning, adapt the whole network only on tested
samples without pre-train, and optimize the entire network
in fine-tune stage, named ’w/o fine-tune’, ’w/o pre-train’,
and ’w/o fix enc’, respectively. In Table 3, we can confirm
the effort of each component in the corresponding experi-
ment. The setting ’w/o fix enc’ shows more time consump-
tion and lower metrics resulted from the abundant learnable
parameters and over-fitting. All of the variances are tested
in CAVE dataset under the degradation of PSF5.

6. Conclusion

In this paper, we developed a coordination optimization
HSI-SR framework which established a virtous cycle be-
tween degradation estimation and fusion. Under the frame-
work, we further explored an explicit degradation estima-
tion strategy with stable performance. Meanwhile, we es-
tablished a tiny autoencoder under spectral mixing prior
for interpretable and lightweight fusion. Six different PSFs
were generated to verify the efficiency and stability of our
method under unknown scenarios with various degrada-
tions. Comprehensive experiments show that our frame-
work outperforms SOTA methods by a large margin among
accuracy metrics and computational cost. We leave two re-
search direction as our future work, including implementa-
tion on real-world devices and extension to more tasks in
image enhancement.
Acknowledgement. This research was supported by the
China NSFC projects 62121001, U22B2014, and the Young
Elite Scientist Sponsorship Program by the China Associa-
tion for Science and Technology 2020QNRC001.

22279



References
[1] Jose M. Bioucas-Dias, Antonio Plaza, Gustavo Camps-Valls,

Paul Scheunders, Nasser Nasrabadi, and Jocelyn Chanussot.
Hyperspectral remote sensing data analysis and future chal-
lenges. IEEE Geoscience and Remote Sensing Magazine,
1(2):6–36, 2013. 1

[2] Lujendra Ojha, Mary Beth Wilhelm, Scott L. Murchie, Al-
fred S. McEwen, James J. Wray, Jennifer Hanley, Marion
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