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Abstract

Recent work leverages the expressive power of generative adversarial networks (GANs) to generate labeled synthetic datasets. These dataset generation methods often require new annotations of synthetic images, which forces practitioners to seek out annotators, curate a set of synthetic images, and ensure the quality of generated labels. We introduce the HandsOff framework, a technique capable of producing an unlimited number of synthetic images and corresponding labels after being trained on less than 50 pre-existing labeled images. Our framework avoids the practical drawbacks of prior work by unifying the field of GAN inversion with dataset generation. We generate datasets with rich pixel-wise labels in multiple challenging domains such as faces, cars, full-body human poses, and urban driving scenes. Our method achieves state-of-the-art performance in semantic segmentation, keypoint detection, and depth estimation compared to prior dataset generation approaches and transfer learning baselines. We additionally showcase its ability to address broad challenges in model development which stem from fixed, hand-annotated datasets, such as the long-tail problem in semantic segmentation. Project page: austinxu87.github.io/handsoff.

1. Introduction

The strong empirical performance of machine learning (ML) models has been enabled, in large part, by vast quantities of labeled data. The traditional machine learning paradigm, where models are trained with large amounts of human labeled data, is typically bottlenecked by the significant monetary, time, and infrastructure investments needed to obtain said labels. This problem is further exacerbated when the data itself is difficult to collect. For example, collecting images of urban driving scenes requires physical car infrastructure, human drivers, and compliance with relevant government regulations. Finally, collecting real labeled data can often lead to imbalanced datasets that are unrepresentative of the overall data distribution. For example, in long-tail settings, the data used to train a model often does not contain rare, yet crucial edge cases [39].

These limitations make collecting ever increasing amounts of hand labeled data unsustainable. We advocate for a shift away from the standard paradigm towards a world where training data comes from an infinite collection of automatically generated labeled images. Such a dataset generation approach can allow ML practitioners to synthesize datasets in a controlled manner, unlocking new model development paradigms such as controlling the quality of generated labels and mitigating the long-tail problem.

In this work, we propose HandsOff, a generative adversarial network (GAN) based dataset generation framework. HandsOff is trained on a small number of existing labeled images and capable of producing an infinite set of synthetic images with corresponding labels (Fig. 1). To do so, we unify concepts from two disparate fields: dataset generation and GAN inversion. While the former channels the expressive power of GANs to dream new ideas in the form of images, the latter connects those dreams to the knowledge captured in annotations. In this way, our work brings together what it means to dream and what it means to know. Concretely, our paper makes the following contributions:

1. We propose a novel dataset generating framework, called HandsOff, which unifies the fields of dataset
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2. Related work

Our work is built on GANs [14], which consist of a generator that synthesizes new images, and a discriminator that discerns between real and generated images. Recent advances in GANs [7, 17–21] have demonstrated an ability to generate highly realistic images in numerous domains. We utilize the popular StyleGAN2 architecture [21], which synthesizes images by passing randomly sampled inputs through a series of style blocks. Remarkably, StyleGAN2’s \( \mathcal{W} \) and \( \mathcal{W}^+ \) latent spaces form rich representations of images in a disentangled manner [1, 2, 33, 37], which can be utilized to edit complex semantic attributes in generated images [4, 5, 15, 26, 29, 33]. The ability to identify semantically meaningful parts of generated images in the latent representation suggests that it could be used to generate pixel-level labels. This capability, coupled with GANs’ ability to generate troves of high quality images, serves as the basis for generating synthetic image datasets [3, 24, 25, 40].

We build upon DatasetGAN [40], which trains a label generator using representations of an image formed from the GAN latent code. DatasetGAN requires human annotation of GAN generated images, which burdens a practitioner to seek out annotations for every new domain of interest. In addition to labeling, users also must actively curate images to label to ensure diverse semantic feature coverage and avoid GAN created artifacts. Furthermore, should the labeling scheme change and render the original labels obsolete, then additional annotations are again required. Acquiring additional labels is especially contrived when a large number of quality human annotated images already exist. A framework that leverages these real preexisting labeled images would circumvent all of these drawbacks. EditGAN [26], a follow-on contribution to DatasetGAN, utilizes encoder-based reconstructions to perform image editing. BigDatasetGAN [24] exploits the pre-trained encoder of VQGAN [11] to utilize existing labeled synthetic images. In contrast, our approach links latents of labeled real images to their labels by employing GAN inversion, the process of mapping a real image to the latent space of a GAN.

The myriad of inversion techniques range from encoder-based approaches [4, 31, 34, 35], which utilize trained encoders to map images directly to the latent space, to optimization-based approaches [1, 2, 9], which directly optimize a similarity loss (e.g., LPIPS [38]) to obtain latents. Some methods modify generator weights to increase image reconstruction quality [2, 5, 32]. Our work exclusively uses inversion methods that do not modify the generator, since the generator must remain unperturbed to generate new images from the original data distribution. We invert images to the \( \mathcal{W}^+ \) space, which is more expressive than the \( \mathcal{W} \) space and leads to higher quality reconstructions [37].

3. The HandsOff framework

The HandsOff framework, shown in Fig. 2, consists of three main components: (1) a generator (realized as a GAN), which maps a latent code \( w \in \mathcal{W} \) to an image \( X \), (2) an inverter, which maps an image \( X \) to a latent code \( w \), and (3) a label generator, which maps a latent code \( w \) to a pixel-wise label \( Y \), such as a semantic segmentation mask. HandsOff exploits the fact that the generator’s latent space forms a rich, disentangled representation of images. Since these latent spaces already encode semantically meaningful concepts from images [1, 2, 33], we aim to train a ‘label generator’ that maps latents in this space to labels.

Unfortunately, training this label generator requires paired data of latents \( w \) with labels \( Y \). One approach, espoused by prior work [40], could be to map the latent \( w \) to an image \( X \), and ask annotators to manually label the image. However, in many applications, paired data of \((X, Y)\) is readily available, thanks to the careful efforts of dataset collectors. Our key insight is that existing labeled image datasets can be used to train a label generator on GAN latent spaces, using techniques from the GAN inversion literature. Below, we describe our specific approach for GAN inversion (Sec. 3.1), our representation of the GAN’s latent space (Sec. 3.2), and finally, our label generator (Sec. 3.3).

3.1. GAN inversion

The key step in the HandsOff framework is to connect advances in GAN inversion to dataset generation. GAN inversion allows us to use a small number of pre-existing labeled images to create a dataset of labeled latents. Our use of pre-existing labels allows practitioners to re-purpose existing labeled datasets, avoiding the cost of acquiring labels,
including the prerequisite of maintaining annotation work-streams in their machine learning pipelines.

Our GAN inversion is inspired by popular approaches in the image-editing community [26, 41]. Given a pre-trained generator $G$, we first train an encoder to predict a latent $w(e)$ from an input image $X$. In practice, this feed-forward encoder results in a good initial inversion of an image to a latent input. To refine this initial estimate further, we solve the following regularized optimization problem:

$$\min_{w:||w-w(e)||^2 \leq c_{reg}} \mathcal{L}_{LPIPS}(X, G(w)) + \lambda \|X - G(w)\|^2_2$$

where $\mathcal{L}_{LPIPS}$ is the Learned Perceptual Image Patch Similarity (LPIPS) loss [38]. Although this problem is highly non-convex, in practice we find that using a fixed number of gradient descent iterations significantly refines the latent code. This refinement step requires additional inference time, but this additional cost is incurred only once on a small number of training images. In our experiments, we utilize ReStyle [4] as the encoder, but we emphasize that our framework is amenable to any GAN inversion procedure that does not modify the generator weights. Note that common approaches for GAN inversion fine-tune the generator in order to achieve a better inversion for a specific image [2, 5, 32]. To ensure our generator can produce new images from the task domain, we keep the generator parameters frozen throughout the inversion process.

### 3.2. Hypercolumn representation

GAN inversion allows us to map images $X$ to latent codes $w$. We could use these latent codes directly to train a label generator that maps latent codes $w$ to labels $Y$. However, this discards the rich representations encoded by the intermediate layers within the generator. Rather than training on $w$ directly, we construct a hypercolumn representation $S^\uparrow$ from the generator’s intermediate layers. Specifically, we use a StyleGAN2 generator, where the latent code $w$ is used to modulate convolution weights in intermediate style blocks, which progressively grow an input to the final output image. For a $1024 \times 1024$ resolution image, there are $L = 18$ style blocks. We utilize the approach of [40] and take the intermediate output of these style blocks, upsample them channel-wise to the resolution of the full image, then concatenate each upsampled intermediate output channel-wise to obtain pixel-wise hypercolumns. Our final hypercolumn representation is denoted by $S^\uparrow$, with each pixel $j$ now having a hypercolumn $S^\uparrow[j]$ of dimension $C$. Due to the high dimensionality of the hypercolumns ($C = 6080$ for $1024 \times 1024$ images), we cap the generated image resolution to $512 \times 512$, and downsample intermediate outputs from higher resolutions.

### 3.3. Label generator

The label generator exploits the semantically rich latent space of the generator to efficiently produce high quality labels for generated images. Because the latent codes already map to semantically meaningful parts of generated images, simple, efficient models suffice for generating labels. Specifically, like in [40], we utilize an ensemble of $M$ multilayer perceptrons (MLPs). The MLPs operate on a pixel-level, mapping a pixel’s hypercolumn to a label. To generate a label for a synthetic image, we pass the hyper-
Figure 3. Examples of HandsOff generated labels (segmentation masks, keypoints, and depth) across four different domains. Generated labels capture fine details across various object orientations (CelebAMask-HQ, Car-Parts), object poses (DeepFashion-MM), and lighting conditions (Cityscapes). Note that HandsOff correctly assigns the label “skin” to the visible parts of the leg in the ripped areas of jeans (DeepFashion-MM, first row, first human) and correctly assigns the labels “jacket” and “shirt”, despite the fact that the jacket and shirt are almost indistinguishable color-wise (DeepFashion-MM, first row, second human). Furthermore, generated keypoints are accurate despite partial occlusion, such as eyes behind glasses (CelebAMask-HQ, third and fourth image) or feet covered by long pants (DeepFashion-MM, second row, last human). HandsOff is also capable of identifying spatially small objects, such as street signs (Cityscapes, first, third, and fourth image).
column formed by latent code $w$ through the $M$ MLPs, and aggregate the outputs (via majority vote or averaging) to produce a label. The $M$ MLPs are trained using a small number ($\sim 50$) of pre-existing labeled images with a cross-entropy loss for generating discrete labels (e.g., segmentation masks) and mean-squared error loss for generating continuous labels (e.g., keypoint heatmaps).

Our use of an ensemble of MLPs naturally provides a way to filter out potentially poor labels by using the prediction uncertainty as a proxy for label quality. For discrete labels, we can utilize Jensen-Shannon divergence [6,22,28,40] across the $M$ MLPs to produce pixel-wise uncertainty maps. For predicting continuous labels, we compute the pixel-wise variance across the MLP outputs. In both cases, the overall image uncertainty is computed by summing across all pixels.

4. Experimental results

We extensively evaluate HandsOff in generating both discrete (segmentation masks) and continuous (keypoint heatmaps and depth) labels across four challenging domains: Faces, Cars, Full-Body Human Poses, and Urban Driving Scenes. We utilize various pre-trained StyleGAN2 generators [12, 13, 21] and ReStyle inverters [4]. To train the label generator, we utilize existing labels from CelebAMask-HQ [23], Car-Parts [30], DeepFashion-MultiModal [16,27], and Cityscapes [10]. The key assumption of HandsOff is that GAN inverted image reconstructions align well with the original labels. We present visualizations of reconstructed image alignment in Appendix D.1. Our label generator architecture across all domains and tasks is an $M = 10$ ensemble of 2-hidden layer MLPs. This simple architecture is a distinct strength of the HandsOff framework: intensive parameter and architecture fine-tuning are not necessary to achieve state-of-the-art empirical performance. Please see appendix for additional results, ablations, and details about models, training, and datasets.

4.1. Experimental set-up

Downstream network In all domains and tasks, we utilize DeepLabV3 with a ResNet151 backbone as our downstream network. We generate 10,000 synthetic images and labels, filter out the top 10% most uncertain images (see Sec. 3.3), and train our downstream network for 20 epochs with the 9,000 remaining images. For segmentation, we have DeepLabV3 output a probability distribution over all of the parts for each pixel, whereas for keypoints or depth, we have DeepLabV3 output continuous values. Due to the dynamic nature of elements in the Cityscapes dataset, slight imperfections in the reconstructions uniquely affect segmentation mask alignment. To mitigate this, we perform an extra fine tuning step with the original 16 or 50 labeled examples used to train the label generator while training for semantic segmentation.

Baselines We compare HandsOff against three baselines: DatasetGAN, EditGAN, and Transfer Learning. We are only able to evaluate DatasetGAN in the face domain, as DatasetGAN is unable to accommodate the change in labeling scheme from their custom labeled car dataset to the larger Car-Parts-Segmentation dataset, thus highlighting another drawback of requiring GAN labeled images. For EditGAN, we adopt the image editing framework to synthesize labels for images. However, we are unable to test in the full-body human poses and urban driving scene domains, as EditGAN has only released checkpoints for the face and car domains. For the Transfer Learning baseline, we initialize DeepLabV3 with pretrained weights on ImageNet, then finetune the classification head of the model on the 16 or 50 labeled images used to train HandsOff until convergence. This baseline is used to benchmark our method, which is trained on up to 50 labeled images, against a model that is trained on 100,000+ labeled out-of-domain images in addition to the 16 or 50 labeled in-domain images.

Datasets For faces, we split CelebAMask-HQ into a set of 50 training, 450 validation, and 29,500 testing images. We collapse the 19 original segmentation classes into 8 and scale the keypoint locations in the low resolution version of images found in CelebA to the full resolution images. For cars, we retain the original 400 image train set, split the test set into a set of 20 images for validation and 80 images for testing, and collapse the 19 original classes into 10. For full-body human poses, we split DeepFashion-MultiModal into a set of 200 training, 500 validation, and 12,000 testing images. We collapse the 24 original segmentation classes into 8 and 10 classes and retain the original 21 labeled keypoint locations. For Cityscapes, because the ground truth test labels are not released, we split 300 and 1275 images from the original train set for validation and test, respectively. We utilize the eight groups (e.g., human, vehicle, etc) as our class labels. Note that while our train sets may contain more than 50 images, we use at most 50 labeled images from the train sets to train HandsOff in each domain.

4.2. HandsOff generated datasets

We visualize the generated image-label pairs from HandsOff in Fig. 3. HandsOff is capable of generating very high quality labels across all domains. In the face domain, HandsOff is capable of producing segmentation masks that can correctly distinguish left/right features like eyes or ears and identify rare occurring classes such as glasses. Furthermore, it produces extremely accurate keypoint locations even when such locations may be partially occluded.
Within the full-body human pose domain, HandsOff produces finely detailed segmentation masks, best illustrated by the segmentation mask for the first human in the top row of Fig. 3, who is wearing a pair of ripped jeans and the second human in the top row who is wearing the same colored jacket and shirt (see caption for more details). Generated labels are consistently high quality across a diverse array of object orientations, as seen in the various face rotations, human poses, or car orientations of Fig. 3. Finally, in extremely complex scenes, such as Cityscapes, HandsOff produces labels for visually minuscule classes, such as street lamps or traffic signs.

### 4.3. Segmentation results

As seen in Tab. 1, we achieve state-of-the-art performance on synthetic data trained semantic segmentation in all four domains, as measured in mean Intersection-over-Union (mIOU). Specifically, HandsOff outperforms DatasetGAN by 11.4% and EditGAN by 7.9% in the face domain when trained with the same number of labeled images. Increasing the number of labeled training images for HandsOff results in further performance gains, with 12.1% and 8.5% improvements over DatasetGAN and EditGAN, respectively. Unlike DatasetGAN, we are able to increase the number of labeled training images without incurring the associated costs of collecting new human annotated images. We emphasize again that with new domains, such as full-body human poses or urban driving scenes, it is not possible to train DatasetGAN-based frameworks as they rely on manual labels for GAN generated images. Therefore, we benchmark against the transfer learning baseline in these domains. Notably, HandsOff outperforms the transfer learning baseline by 17.4% (full-body human poses) and 11.2% (urban driving scenes) when both methods are trained on 16 labeled images; and 10.1% (full-body human poses) and 5.3% (urban driving scenes) when trained on 50 images.

### 4.4. Keypoint and depth results

We utilize HandsOff to generate continuous valued labels for keypoints and depth tasks. As seen in Tab. 2, we demonstrate strong empirical performance in generating both keypoints and depth maps. For keypoints, we report the Percentage of Correct Keypoints (PCK) for different threshold values \( \alpha \), denoted PCK-\( \alpha \). For a keypoint to be predicted correctly, the estimate must be no further from the true keypoint than \( \alpha \cdot \max\{h, w\} \), where \( h \) and \( w \) are the height and width of the minimum size bounding box that contains all of the keypoints. We note that even for small \( \alpha \) (i.e., \( \alpha = 0.02 \)), HandsOff is able to correctly predict 2.4\times and 1.5\times more keypoints than the transfer learning baseline in the face and full-body human pose domains, respectively. This implies that HandsOff is able to predict keypoints up to an extremely tight radius of the original keypoint location compared to other methods.

For depth, we report masked normalized mean-squared error (mNMSE), root mean-squared error (RMSE), and root mean-squared error of the log-depth values (RMSE-log). Because Cityscapes depth maps contain corrupted depth

---

**Table 1.** Downstream task performance for semantic segmentation tasks across various domains, reported in mIOU (↑). HandsOff outperforms all baselines across all domains with both 16 and 50 labeled training images. × indicates a method that could not be run for a particular domain due to methodological shortcomings, such as requiring additional hand-labeled data.

<table>
<thead>
<tr>
<th># labeled images</th>
<th>CelebAMask-HQ</th>
<th>Car-Parts</th>
<th>DeepFashion-MM</th>
<th>DeepFashion-MM</th>
<th>Cityscapes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8 classes</td>
<td>10 train</td>
<td>8 classes</td>
<td>10 classes</td>
<td>8 classes</td>
</tr>
<tr>
<td>DatasetGAN</td>
<td>16</td>
<td>0.7013</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>EditGAN</td>
<td>16</td>
<td>0.7244</td>
<td>0.6023</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Transfer Learning</td>
<td>16</td>
<td>0.4575</td>
<td>0.3232</td>
<td>0.5192</td>
<td>0.4564</td>
</tr>
<tr>
<td>HandsOff (Ours)</td>
<td>16</td>
<td><strong>0.7814</strong></td>
<td><strong>0.6222</strong></td>
<td><strong>0.6094</strong></td>
<td><strong>0.4989</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th># labeled images</th>
<th>CelebAMask-HQ</th>
<th>DeepFashion-MM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>0.6197</td>
<td><strong>0.7859</strong></td>
</tr>
<tr>
<td>Transfer Learning</td>
<td>50</td>
<td>0.4802</td>
</tr>
<tr>
<td>HandsOff (Ours)</td>
<td>50</td>
<td><strong>0.5559</strong></td>
</tr>
</tbody>
</table>

**Table 2.** Downstream task performance for keypoint detection and depth estimation. HandsOff outperforms all other methods when trained on 16 or 50 labeled images, demonstrating an impressive ability in generating continuous-valued keypoint heatmaps and depth maps.

<table>
<thead>
<tr>
<th># labeled images</th>
<th>CelebAMask-HQ</th>
<th>DeepFashion-MM</th>
<th>Cityscapes-Depth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PCK-0.1 ↑</td>
<td>PCK-0.05 ↑</td>
<td>PCK-0.02 ↑</td>
</tr>
<tr>
<td>Transfer Learning</td>
<td>16</td>
<td>78.96</td>
<td>42.06</td>
</tr>
<tr>
<td>HandsOff (Ours)</td>
<td>16</td>
<td>97.19</td>
<td>76.36</td>
</tr>
<tr>
<td>Transfer Learning</td>
<td>50</td>
<td>90.88</td>
<td>61.75</td>
</tr>
<tr>
<td>HandsOff (Ours)</td>
<td>50</td>
<td>97.71</td>
<td>79.99</td>
</tr>
</tbody>
</table>

Within the full-body human pose domain, HandsOff produces finely detailed segmentation masks, best illustrated by the segmentation mask for the first human in the top row of Fig. 3, who is wearing a pair of ripped jeans and the second human in the top row who is wearing the same colored jacket and shirt (see caption for more details). Generated labels are consistently high quality across a diverse array of object orientations, as seen in the various face rotations, human poses, or car orientations of Fig. 3. Finally, in extremely complex scenes, such as Cityscapes, HandsOff produces labels for visually minuscule classes, such as street lamps or traffic signals.
values, we train HandsOff only non-corrupted pixels. Furthermore, to compute mNMSE, we compute the normalized mean-squared error only on the non-corrupted pixels. That is, let $\hat{y}$ and $y$ be the predicted and true depth maps, respectively, and $M$ be a mask indicating the non-corrupted elements of $y$. mNMSE is computed as $\|\hat{y}_M - y_M\|^2 / \|y_M\|^2$, where $\alpha_M$ denotes the depth map $\alpha$ at non-corrupted locations.

When reporting RMSE and RMSE-log, we adopt the standard practice [8, 36] in depth estimation of cropping the middle 50% of the image and clamping predicted depth values to be within $0 \leq x \leq 0.001$ and $80 \leq x \leq 80$ before computing RMSE and RMSE-log values. As shown in Tab. 2, HandsOff is able to achieve a sizable advantage in all three metrics, outperforming transfer learning, resulting in 36.5%, 19.9%, and 40.27% decreases in mNMSE, RMSE, and RMSE-log when trained on 16 labeled images and 22.1%, 13.6%, and 47.6% decreases when trained on 50 labeled images.

4.5. Long-tail semantic segmentation

The HandsOff framework’s ability to generate high-quality synthetic datasets unlocks new degrees of freedom for model development previously unachievable with fixed, hand-annotated datasets. We now explore one example: mitigating the effects of the long-tail common in semantic segmentation datasets. For CelebAMask-HQ, images with hats and glasses make up less than 5% of the 30,000 labeled images, and a similar situation exists with trunks, back bumpers, and back windows in the Car-Parts dataset. These examples form the long-tail classes of their respective datasets, and their rare occurrence during training results in poor model performance at evaluation time.

The HandsOff framework altogether sidesteps this limitation of traditional datasets: by generating labeled synthetic images, we can control the occurrence of rare classes in our training data and significantly mitigate the effects of the long-tail. Because training the label generator requires less than 50 annotated images, we only require 5-10 occurrences of long-tail classes in order to generate an unlimited number of those occurrences in our synthetic dataset. Our experiments precisely quantify the small number of annotated examples of rare classes required to significantly improve downstream task performance on those classes. They fall into two categories: Substitution experiments, that fix a total number of training images and vary the proportion of rare class occurrences, and Addition experiments, that grow the size of the training set by adding images with rare classes. The substitution experiments ensure that any gains in the performance of identifying the long-tail class are not a by-product of increasing training set size. We perform substitution experiments considering only one long-tail part at a time. On the other hand, the addition setting is indicative of how a practitioner would deploy HandsOff: starting with a base set of labeled training images and further augmenting it with images containing rare classes deemed crucial to identify. To mirror what often happens in practice, we perform addition experiments by adding images containing multiple long-tail classes at a time.

Substitution. We begin with an initial set of 16 (cars) or 50 (faces) labeled images containing one image of the rare part, and then vary the proportion of the rare part. As seen in Fig. 4a and 4b, a small proportion of rare classes results in poor class identification performance, and Addition experiments, that grow the size of the training set by adding images with rare classes. The substitution experiments ensure that any gains in the performance of identifying the long-tail class are not a by-product of increasing training set size. We perform substitution experiments considering only one long-tail part at a time. On the other hand, the addition setting is indicative of how a practitioner would deploy HandsOff: starting with a base set of labeled training images and further augmenting it with images containing rare classes deemed crucial to identify. To mirror what often happens in practice, we perform addition experiments by adding images containing multiple long-tail classes at a time.

Addition. We begin with an initial set of 16 (cars) or 50 (faces) labeled images containing one image of the rare part, and then vary the proportion of the rare part. As seen in Fig. 4a and 4b, a small proportion of rare classes results in poor class identification performance, but as the proportion of images with long-tail classes increases, the long-tail part IOU increases by as much as 0.55 for car trunks and 0.40 for face glasses before eventually plateaueing. We note that hats are a particularly challenging part to generate labels for due
to the diversity of their size, shape, color, and orientation. Nevertheless, we still see a sizable increase of 0.2 IOU. We additionally plot the overall mIOU and the mIOU of non-long-tail parts to demonstrate that modifying the composition of the training set does not hurt performance on non-long-tail parts. In other words, shifting the training set part distribution to an extent has negligible impacts on the performance of non-long-tail parts, while resulting in large gains in long-tail class detection. Beyond proportions of \( \sim 0.7 \), further increasing the proportion of the training set eventually causes drops in both long-tail part IOU and the mIOU of non-long-tail parts, owing to the label generator hallucinating long-tail classes where they do not belong. The impacts of substituting images with long-tail classes are best illustrated in Fig. 5. As the proportion of images with glasses grows, the generated mask captures glasses with increasing accuracy, eventually even distinguishing eyes that are visible through the glasses. Underneath the segmentation masks, we showcase the pixel-wise label generator uncertainty measured by Jensen-Shannon divergence (See Sec. 3.3). Not only does the generated label improve qualitatively, the label generator is less uncertain about the region of the image corresponding to the glasses.

**Addition.** We augment a small training set of 15 images with additional images containing hats or glasses. Fig. 4c demonstrates significant IOU increases (+0.71) in long-tail classes. The figure further highlights that these increases are not simply due to additional examples: targeted additions outperform the scenario where we add the same number of images, but the added images do not contain hats or glasses. These improvements in long-tail classes do not come at the expense of performance in other classes, as demonstrated by the overall mIOU and mIOU of non-long-tail classes. Unlike the substitution experiments, these performance improvements do not eventually drop, since the number of training examples continues to increase.

Our experiments showcase the power of the HandsOff framework to mitigate the long-tail problem. By explicitly including images with the long-tail class in our label generator training data, we are able to bridge the gap between performance in rare and common classes. The number of images with long-tail classes necessary to generate high quality labels of the long-tail is even smaller than the already small number of images needed to train HandsOff, meaning that the gains in long-tail class performance essentially come for free. If the long-tail class has been deemed crucial to identify, then it is likely that a practitioner has access to \( \sim 20 \) labeled images containing the long-tail class. The performance gains in long-tail performance achieved by HandsOff are not practically replicable in DatasetGAN, where human supervision is needed to both identify generated images containing the long-tail class and provide precise pixel-level annotations.

**5. Discussion**

We present the HandsOff framework, which produces high quality labeled synthetic datasets without requiring further annotation of images for a multitude of tasks across various challenging domains. HandsOff achieves state-of-the-art performance over several recent baselines when training a downstream network with our synthetically generated data. Furthermore, HandsOff enables user control of the training data composition, leading to dramatic performance gains in long-tail semantic segmentation. This suggests that HandsOff can play a vital role in curtailing the effects of the long-tail. While synthetic datasets have the potential to supplant human annotations, they can also complement them. We leave as future work to investigate the collaborative power of having a human-in-the-loop refine synthetically generated annotations, and bring about the best of both worlds.
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