“Seeing” Electric Network Frequency from Events
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Abstract

Most of the artificial lights fluctuate in response to the grid’s alternating current and exhibit subtle variations in terms of both intensity and spectrum, providing the potential to estimate the Electric Network Frequency (ENF) from conventional frame-based videos. Nevertheless, the performance of Video-based ENF (V-ENF) estimation largely relies on the imaging quality and thus may suffer from significant interference caused by non-ideal sampling, motion, and extreme lighting conditions. In this paper, we show that the ENF can be extracted without the above limitations from a new modality provided by the so-called event camera, a neuromorphic sensor that encodes the light intensity variations and asynchronously emits events with extremely high temporal resolution and high dynamic range. Specifically, we first formulate and validate the physical mechanism for the ENF captured in events, and then propose a simple yet robust Event-based ENF (E-ENF) estimation method through mode filtering and harmonic enhancement. Furthermore, we build an Event-Video ENF Dataset (EV-ENFD) that records both events and videos in diverse scenes. Extensive experiments on EV-ENFD demonstrate that our proposed E-ENF method can extract more accurate ENF traces, outperforming the conventional V-ENF by a large margin, especially in challenging environments with object motions and extreme lighting conditions. The code and dataset are available at https://github.com/xlx-creater/E-ENF.

1. Introduction

Light flicker is a nuisance in video [33] but can be exploited to detect and estimate the Electric Network Fre-

...
ing the pixel intensities of every frame over the video sequences [11]. Based on this, V-ENF estimates can be improved by using a higher sample rate in the rolling shutter [26,28] or an advanced frequency estimator [3,6,14,19]. However, due to the inherent characteristics of conventional cameras, existing V-ENF extraction methods still face a series of challenges, which are summarized as follows.

- **Non-ideal sampling.** For global shutter videos, the sample rate equals to the camera’s frame rate, usually at 25 or 30 fps, which is smaller than the Nyquist rate to record light flicker, resulting in frequency aliasing for ENF estimation [10]. Although rolling shutter can increase the sample rate through the line exposure mechanism, it also introduces the inter-frame idle time within which no signal can be sampled [28,31], violating the uniform sampling condition.

- **Motion.** Motion in the video leads to the abrupt change of pixel intensity, which is inconsistent with the flicker pattern and produces strong interference. Note that motion can be caused not only by object movement (e.g., walking person) but also by camera movement (e.g., hand-held camera shake).

- **Extreme lighting conditions.** Imaging quality of over- or under-exposed videos (even under good lighting conditions) can be substantially degraded, in which the flicker information can be totally lost [23]. Meanwhile, under extreme low-light conditions (e.g., night scene with insufficient lighting), one has to boost the ISO for appropriate exposure, inevitably bringing in ISO noises, which can severely deteriorate the ENF.

Generally, the actual content in video recordings can have diverse scenes and objects, which become interference with the task of ENF extraction from the content. Note that putting a video camera still against a white wall illuminated by a light source is an ideal condition for V-ENF extraction [10,26]. However, to the very opposite, real-world recordings hardly satisfy this condition. To date, researchers and practitioners are still working intensively to tackle the above problems [14,27,29].

In this paper, we show that the above-mentioned problems can be effectively solved via the proposed use of the so-called event camera, a new modality for recording. The event camera is a neuromorphic sensor that encodes the light intensity variations and asynchronously emits events with extremely high temporal resolution and high dynamic range [8,21].

Different from V-ENF, the proposed Event-based ENF (E-ENF) extraction approach collects the illumination changes and converts them into an event stream, based on which the ENF traces can be eventually estimated, as shown in Fig. 1(a). Thanks to the high temporal resolution and high dynamic range of the event camera, E-ENF can provide a sufficient sample rate and extract reliable ENF traces even under harsh conditions, e.g., motion interference and extreme lighting, as shown in Fig. 1(b-d).

Since no prior work has focused on extracting ENF from events, we hereby attempt to provide the first proof-of-concept study theoretically and experimentally demonstrating why the ENF can exist in event streams and how it can be reliably extracted therein, in comparison with the conventional V-ENF approach.

The main contributions of this paper are three-fold:

- Based on the event-sensing mechanism, we formulate the process of the ENF fluctuation, reflected by light flicker, being recorded and converted into an event stream, validating the ENF capture in events.

- We propose the first method that effectively extracts the ENF traces from events, featuring a uniform-interval temporal sampling algorithm, a majority-voting spatial sampling algorithm, and a harmonic selection algorithm, respectively.

- We construct and open-source the first Event-Video hybrid ENF Dataset (EV-ENFD), containing both events and videos recorded in real-world environments with motion and extreme lighting conditions. The code and dataset are available at [https://github.com/xlx-creator/E-ENF](https://github.com/xlx-creator/E-ENF).

## 2. Related Work

### 2.1. Electric Network Frequency

ENF is the instantaneous power supply frequency in the power grid, whose nominal value varies according to different local standards (60 Hz in most of the Americas and 50 Hz in most rest of the world). Due to the imbalance of instantaneous power supply and consumption, ENF always fluctuates around its nominal value, but this fluctuation is limited to a small range for safety reasons. Under the influence of power supply line differences and the randomness of instantaneous power supply and consumption, the small-scale fluctuations of ENF show obvious regional and temporal differences [9].

Existing research has demonstrated that a light source connected to the grid flickered at exactly twice the ENF, resulting in a light-dark change in illumination that is invisible to the human but can be recorded by cameras [4,11], which provides the possibility to extract ENF from videos. The regional and temporal differences of ENF, as well as the characteristics that can be recorded by multimedia files, provide the potential for ENF-based applications, e.g., power monitoring [25], equipment authentication [28], and document forensics [15,16].
The principle of the conventional V-ENF estimation method is to extract fluctuation of illumination through pixel intensity changes: according to the different exposure mechanisms [11, 26], the pixel intensity is averaged by frame or by row as the sampling of illumination intensity at the exposure moment. However, due to the inherent characteristics of conventional cameras, this ENF estimation method is easily affected by insufficient camera frame rate, interference from motions, and extreme lighting conditions, resulting in decreased estimation performance.

2.2. Event Camera

Unlike conventional cameras, an event camera acts as an asynchronous sensor, each pixel of which responds independently to changes in pixel intensity and generates events to record the changes. The \( k \)th event, denoted by a tuple \( e_k = (x_k, t_k, p_k) \), is triggered at position \( x_k = (x_k, y_k) \) and time \( t_k \), once the log-transformed pixel intensity difference reaches a predefined threshold \( C \), i.e.,

\[
\log(I(x_k, t_k)) - \log(I(x_k, t_k - \Delta t_k)) = p_k C, \quad (1)
\]

where \( I(\cdot) \) represents pixel intensity, \( \Delta t_k \) is the time difference between the current and the previous event, and the polarity \( p_k \in \{+1, -1\} \) is the sign of the intensity change [8]. The events output by pixel \( x_k \) can be represented in the time domain as \( e(t) = \sum p_k \delta(t - t_k) \).

Due to this unique form of visual information recording, event cameras have the advantages of high temporal resolution, high dynamic range, and low latency, and have been used in feature detection and tracking [12, 34], image deblurring [18, 35], reconstruction of visual information [17, 20], estimation of lighting and its impact removal [2, 32], and other applications.

3. Problem Formulation

ENF Modeling. The grid supply voltage is modeled by

\[
v(t) = V(t) \cos(2\pi f_c(t) + \theta) + n(t), \quad (2)
\]

where \( V(t) \) and \( f_c(t) \) are the instantaneous amplitude and frequency, respectively, \( \theta \) is the unknown initial phase, and \( n(t) \) is the noise. The term \( f_c(t) \) in Eq. (2) is the ENF that needs to be estimated, where

\[
f_c(t) = f_0 + \int_{-\infty}^{t} f_z(x) dx,
\]

with \( f_0 \) the nominal value (50 or 60 Hz) and \( f_z(t) \) the zero-mean random process characterizing the subtle varying nature of the ENF [15]. The illumination intensity of the grid-connected light source is proportional to the voltage power and fluctuates at the frequency of \( 2f_c(t) \).

V-ENF Extraction. The task of V-ENF extraction is to restore the ENF from pixel intensities in the video sequences. As illustrated in Fig. 2, although the amplitude and bias of pixel intensity are significantly different from the original illumination variation, it still preserves the basic frequency information of the ENF. In addition to the ENF-affected illumination change \( \ell_{ENF}(t) \), there are other components in the pixel intensity \( I(t) \), modeled by

\[
I(t) = G\{\ell_{ENF}(t) + \ell_M(t) + \ell_S(t) + \ell_N(t)\},
\]

where \( \ell_M(t) \) and \( \ell_S(t) \) are light differences caused by motion and scene, respectively, and \( \ell_N(t) \) is the noise term. Light intensity is mapped to the pixel intensity \( I(t) \) by the camera response function \( G(\cdot) \). Since the V-ENF approach averages the spatial pixel intensities exposed at the same time, the terms \( \ell_M(t) \) and \( \ell_S(t) \) can cause ENF quality degradation. Besides, in over- or under-exposed videos or under extreme low-light conditions, the function \( G(\cdot) \) can be severely interfered and lead to incorrect records of ENF-driven illuminations, making it infeasible to extract the ENF.

E-ENF Extraction. For an event camera, an asynchronous event is generated if Eq. (1) holds. Within the time period \( \tau \), each pixel independently generates events to form the final output of event stream \( \mathcal{E}^\tau \), given by

\[
\mathcal{E}^\tau = \mathcal{E}^\tau_{ENF} + \mathcal{E}^\tau_M + \mathcal{E}^\tau_N,
\]
where $\mathcal{E}_{\text{ENF}}^\tau$ and $\mathcal{E}_{\text{EM}}^\tau$ are events due to illumination changes and motion, respectively, and $\mathcal{E}_{\text{N}}^\tau$ denotes the noisy events. Since the pixels in an event camera are independent, there will be no interference in static scenes. Meanwhile, due to the inherent characteristics of event cameras, the motion of enclosed objects always results in the simultaneous generation of two polarities, unlike illumination events that respond with a single polarity. Therefore, the main problem in E-ENF extraction is to compensate for the polarities caused by motion and suppress noise in event streams.

### 4. ENF Extraction from Events

In this section, we first reveal the connection between the event stream and the ENF of the power grid in Sec. 4.1. Then, a simple yet effective event-based ENF extraction algorithm is proposed in Sec. 4.2.

#### 4.1. Modeling ENF with Event Stream

Considering a pixel at position $x_k$ under ideal sinusoidal illumination, we can model its instantaneous intensity [4] as

$$I_{x_k}(t) = A(t) \cos \left(4 \pi f_e(t) + \phi \right) + B(t),$$

where $A(t)$ and $B(t)$ are the instantaneous amplitude and bias, respectively, and $\phi$ is the unknown initial phase. For the event camera, the intensity $I_{x_k}(t)$ is log-transformed and compared with the previous value. An event is emitted as the difference reaches the threshold in Eq. (1), as illustrated in Fig. 3. This mechanism inherently encodes the derivative of log-transformed current $\log(I_{x_k}(t))$ as the event emitting rate, i.e., higher derivatives produce more events,

$$|\mathcal{E}^\tau| \propto \frac{d \log(I_{x_k}(t))}{dt},$$

where $|\cdot|$ denotes the set cardinality and $\tau = [t, t + \Delta t]$ is a short time period starting at $t$.

Considering log-transformed current $\log(I_{x_k}(t))$, we can conduct its relation to the embedded ENF as follows. Let $p \triangleq (B(t) + \sqrt{B(t)^2 - A(t)^2})/2$ and $q \triangleq (B(t) - \sqrt{B(t)^2 - A(t)^2})/A(t)$, both being functions of $t$, yielding $A = 2pq$ and $B = p(1 + q^2)$, then we have

$$I_{x_k}(t) = p \left(1 + qe^{i\omega}\right) \left(1 + qe^{-i\omega}\right),$$

with $\omega = 4\pi f_e(t) + \phi$. So the Taylor expansion of $\log(I_{x_k}(t))$ can be neatly expressed,

$$\log(I_{x_k}(t)) = \log\left(p \left(1 + qe^{i\omega}\right) \left(1 + qe^{-i\omega}\right)\right)$$

$$= \log p + \log \left(1 + qe^{i\omega}\right) + \log \left(1 + qe^{-i\omega}\right)$$

$$= \log p + 2 \sum_m (-1)^m - 1 \frac{q_m}{m} \cos m\omega,$$

in which it can be seen that the twice ENF component as well as the harmonics are preserved by the summation. Since the bias $B$ is always greater than the amplitude $A$ (see sine waves in Figs. 2 and 3), it then follows that $p > 0$ and $|q| < 1$, satisfying the condition for Taylor approximation.

Based on Eq. (7) and Eq. (8), the ENF is embedded in the event stream and can be extracted directly from $\mathcal{E}^\tau$. Moreover, the original time-varying amplitude and bias differences are suppressed after the logarithm, which can be beneficial to the subsequent ENF estimation.

#### 4.2. Event-based ENF Estimation

The independent pixels in the event sensor can generate highly dynamic and extremely rich events containing the ENF information, but the event camera works asynchronously and the output time-spatial binary events, as depicted in Fig. 4 (a), cannot be treated as a conventional sampled signal for further processing due to the high dimension and non-uniform sampling. Therefore, we propose the following treatments to solve this problem and yield accurate ENF estimates.

##### 4.2.1 Uniform-Interval Temporal Sampling

The event-sensing mechanism in Eq. (1) indicates that the recorded events are non-uniform in both temporal and spatial domains. In this subsection, we propose a uniform-interval temporal sampling mechanism to frame the asynchronous events into uniform time intervals. Let the desired sampling interval be $\Delta t$, then at the $n$th time slice, the corresponding spatial events are recorded as the sampled raw data at time index $n$, i.e., $E(n)$, while the remaining events within the interval are discarded. Since it is possible that at certain time slices there is no event recorded, to avoid...
After uniform temporal sampling, we obtain the event slices at each sampling moment. Since the independent pixels correspond to different spatial content of the scene and respond to illumination differently, the spatial distribution of events can vary substantially from slice to slice. Besides, there are illumination-independent events at each slice due to noise and motion, and the number of these events increases when the motion is intense. Under the influence of these factors, the event polarity and location are usually inconsistent, as shown in Fig. 4 (b) upper plots, making it difficult to judge the change of illumination.

Fortunately, the motion produces bipolar events while the illumination produces unipolar events at each sampling moment, which provides the possibility for us to judge the illumination polarity. Inspired by this foundation and the principle of Law of Large Numbers, we treat each event in the slice as an independent sampling of intensity change on a majority-voting basis, i.e., in each slice, we consider the polarity occurring more frequently as the corresponding illumination polarity, as shown in Fig. 4 (b) lower plot.

The spatial sampling process can be expressed as the comparison of the number of positive and negative events at each sampling time, which can be normalized by the sign function \( \text{sgn}() \), i.e.,

\[
E(n) = \text{sgn}(N^\text{pos}_n - N^\text{neg}_n),
\]

where \( N^\text{pos}_n \) and \( N^\text{neg}_n \) are the number of positive and negative events at the \( n \)th sampling moment, respectively.

After temporal and spatial sampling of the event stream shown in Fig. 4, we obtain a one-dimensional polar sequence \( E(n) \) recorded at a selected sampling interval \( \Delta t \), which encodes illumination changes in standard event polarity instead of absolute pixel intensities.

\[ \text{Algorithm 1: Temporal Sampling} \]

\begin{verbatim}
Input: event stream \( \mathcal{E}^r \), sampling interval \( \Delta t \);  
Output: slices of events \( \tilde{E}(n) \);  
1 \hspace{0.5em} \( t_1 \leftarrow \) start time of event stream \( \mathcal{E}^r \);  
2 \hspace{0.5em} \( t_N \leftarrow \) end time of event stream \( \mathcal{E}^r \);  
3 \hspace{0.5em} Initialize sampling moment \( t_n \leftarrow t_1 \);  
4 \hspace{0.5em} while \( t_n \leq t_N \) do  
5 \hspace{1em} \( \tilde{E}(n) \leftarrow \) set of events in \( \mathcal{E}^r \) with timestamp \( t_n \);  
6 \hspace{1em} if \( \tilde{E}(n) \) is empty then  
7 \hspace{1.5em} \( \tilde{E}(n) \leftarrow \) events in the nearest future of \( t_n \);  
8 \hspace{1em} end  
9 \hspace{1em} \( t_{n+1} \leftarrow t_n + \Delta t \);  
10 \hspace{1em} \( n \leftarrow n + 1 \);  
11 end  
12 Return \( \tilde{E}(n) \);  
\end{verbatim}

\subsection{4.2.2 Majority-Voting Spatial Sampling}

After uniform temporal sampling, we obtain the event slices at each sampling moment. Since the independent pixels correspond to different spatial content of the scene and respond to illumination differently, the spatial distribution of events can vary substantially from slice to slice. Besides, there are

\[ \text{Algorithm 1: Spatial Sampling} \]

\begin{verbatim}
Input: event stream \( \mathcal{E}^r \), sampling interval \( \Delta t \);  
Output: slices of events \( \tilde{E}(n) \);  
1 \hspace{0.5em} \( t_1 \leftarrow \) start time of event stream \( \mathcal{E}^r \);  
2 \hspace{0.5em} \( t_N \leftarrow \) end time of event stream \( \mathcal{E}^r \);  
3 \hspace{0.5em} Initialize sampling moment \( t_n \leftarrow t_1 \);  
4 \hspace{0.5em} while \( t_n \leq t_N \) do  
5 \hspace{1em} \( \tilde{E}(n) \leftarrow \) set of events in \( \mathcal{E}^r \) with timestamp \( t_n \);  
6 \hspace{1em} if \( \tilde{E}(n) \) is empty then  
7 \hspace{1.5em} \( \tilde{E}(n) \leftarrow \) events in the nearest future of \( t_n \);  
8 \hspace{1em} end  
9 \hspace{1em} \( t_{n+1} \leftarrow t_n + \Delta t \);  
10 \hspace{1em} \( n \leftarrow n + 1 \);  
11 end  
12 Return \( \tilde{E}(n) \);  
\end{verbatim}

missed sampling, we propose to use the events in the nearest future as the sampled data. Thanks to the high sensitivity of the event-sensing mechanism, a reasonable choice of \( \Delta t \) can ensure sufficient data sampling and high ENF sampling frequency at the same time. The above uniform sampling process is expressed as

\[
\tilde{E}(n) = \left\{ e_k \left| \arg \min_k t_k \geq t_1 + n\Delta t \right. \right\},
\]

where \( t_1 \) is the time index of the first event slice. The above process is summarized in Algorithm 1.

\subsection{4.2.3 Harmonic Selection}

According to Eq. (8), the ENF exists in the harmonic form including both the second and higher-order ones. Therefore, in addition to bandpass filtering the polarity sequence \( E(n) \) at twice the ENF nominal value, we can also filter it at higher harmonic components to exploit more useful information. The filtered sequences are then analyzed at each
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5. Experiments

5.1. Dataset and Experimental Settings

Event-Video hybrid ENF Dataset (EV-ENFD). Since the characteristics of the rolling shutter provide a high sample rate mitigating the aliasing problem at the frame level [10], we construct the EV-ENFD for real illumination scenes using two cameras with a rolling shutter mechanism to acquire videos and an event camera to acquire events, and details on capturing instruments are shown in Tab. 1. All cameras are fixed on a tripod to ensure synchronized recording time and scene. We manually adjusted the shutter speed and ISO of Redmi K40 to 1/200 s and 1600, respectively, to enable the perceptible ENF traces in videos.

In addition, due to the built-in stabilizer in Redmi K40, the recorded content is less affected by hand-held camera shake than the other two cameras.

The EV-ENFD has three categories according to the capturing conditions: static for static scenes without relative motions, dynamic for dynamic scenes caused by object or
camera motions, and extreme lighting for the scenes with over or under-exposed regions. In summary, the EV-ENFD contains a total of 51 sets of data composed of 16 static scene data, 25 dynamic scene data, and 10 extreme lighting scene data. Each set consists of a stream of events, a low-resolution video recorded with low ISO (Video-LR in Tab. 1), and a high-resolution video recorded with high ISO (Video-HR in Tab. 1).

To examine and evaluate the quality of the extracted V-ENF and E-ENF traces, the EV-ENFD also includes the corresponding ground-truth ENF reference for each set. We use a computer sound card to directly record the grid voltage changes after a step-down transformer, according to the works in [5, 22]. An STFT with a 16-second time window and 1-second step (overlapped by 15 seconds) is used to obtain the ENF reference.

**Experimental Settings.** The V-ENF estimation method proposed in [26] is employed for the estimation of ENF in videos. Considering the dynamic nature of the scenes encountered by the EV-ENFD, we only average two consecutive frames to suppress background content instead of averaging all frames to reduce the interference caused by motions. By calculating the average pixel intensity, the extracted visual information is subtracted to eliminate the scene and motion effects as much as possible. For ENF estimation in events, we choose the sampling interval $\Delta t = 0.001$ s in the process of uniform-interval temporal sampling and perform harmonic selection with a time window length of 10 s. The same STFT setting as in ENF reference is used in the V-ENF and the proposed E-ENF method.

### 5.2. Qualitative Analysis

The V-ENF and E-ENF extraction results under several representative recording conditions are shown in Fig. 6. It can be seen that for low-resolution and low-ISO videos, i.e., Video-LR, the estimation results of V-ENF have ineligible noise even in a completely static scene with sufficient illumination. In dynamic and extreme lighting scenes, the
performance of the V-ENF drops dramatically than in static scenes, resulting in ENF estimates that do not match the ground-truth reference. For high-resolution and high-ISO videos, i.e., Video-HR, the performance of the V-ENF can be improved, because a higher ISO can increase the sensitivity to light flicker and obtain more samples. Therefore, in static and extreme lighting scenes, the V-ENF estimation method achieves relatively satisfactory ENF estimates. However, in dynamic scenes, especially the motion caused by the hand-held camera, a large number of illumination-independent intensity changes appear, which seriously degrades the performance of the V-ENF approach.

In contrast, the proposed E-ENF extraction method not only has stable performance in static scenes but more importantly also shows advantages under the conditions of motion interference and extreme lighting. The motion of enclosed objects produces nearly the same number of positive and negative events, while the illumination change produces a single polarity event. The remaining influence of motion after positive and negative polarity cancellation of enclosed objects is well eliminated by the proposed majority-voting spatial sampling mechanism. This is why the proposed E-ENF approach can still maintain promising performance under different motion conditions. In addition, since event cameras have inherently high temporal resolution and high dynamic range, they are more sensitive to illumination changes compared to conventional cameras, which allows the E-ENF to capture the ENF even under extreme lighting conditions. For all the above reasons, the E-ENF approach achieves the best ENF estimates across diverse real-world illumination scenes.

5.3. Quantitative Analysis

The quantitative experimental results are summarized in Tab. 2, in which the Pearson Correlation Coefficient (CC) and Mean Absolute Error (MAE) between estimated results and their ground truth are used as the metrics. We make the following observations from this table. First, due to more perceptible ENF traces in videos, the V-ENF can obtain better estimation results for Video-HR than those for Video-LR, especially in extreme lighting conditions. A high ISO makes it possible to capture subtle illumination changes in videos, thus the performance of CC and MAE values are substantially improved compared to those achieved by a low ISO. Meanwhile, for static and dynamic scenes, it is further seen that the V-ENF approach cannot effectively solve the problem of illumination-independent intensity interference, even with scene and motion cancellation in advance.

The proposed E-ENF approach has achieved improved performance across all settings by clear margins. Specifically, for the three types of scenes in the EV-ENFD, the E-ENF approach can effectively record illumination changes, consistently capturing the ENF traces. For the metric of CC, the similarity between the estimated ENF traces and the ground-truth reference is greater than 0.95, which significantly exceeds the performance of the V-ENF. For the metric of MAE, we can see a larger performance margin between the V-ENF and our proposed E-ENF, especially in dynamic and extreme lighting scenes. It is worth mentioning that our E-ENF is conducted without performing complex scene and motion removal operations.

6. Conclusion

In this paper, we have proposed a novel ENF estimation approach from the so-called events (E-ENF), a new modality of recording. Taking advantage of the high temporal resolution and high dynamic range of the event camera, our method overcomes the shortcoming of non-ideal sampling in the existing V-ENF estimation approaches and also obtains promising ENF estimates under motion and extreme lighting conditions that V-ENF methods struggle to handle. The proposed approach greatly expands the applicability of the ENF and provides a new direction for related research and application. To validate and measure the performance of ENF estimation from this new modality and by conventional means, we have constructed an event-video hybrid ENF dataset termed EV-ENFD, containing both static scenes and scenes with motion and under extreme lighting conditions. Experimental results based on the EV-ENFD confirm the advantage of the proposed approach.

Limitations. In contrast to V-ENF, the scope of applicability for E-ENF is limited due to the relatively infrequent use of event cameras. Furthermore, the sluggish generation of events in the presence of weak light flickering can result in missing crucial illumination information, which ultimately leads to the deterioration of E-ENF performance.
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