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Figure 1. Freestyle Layout-to-Image Synthesis (FLIS) results generated by using our model. Each has two kinds of inputs: a layout of
semantic masks (on the 1st column), and a text (on the top of each result). For each layout, we show three example results with edited texts
(3rd-5th columns). They validate that our model is able to introduce new attributes (3rd column), styles (4th column), and objects (5th
column), which are all unseen during training, in the synthesized images. The generated hornless unicorn is due to the layout constraint.

Abstract

Typical layout-to-image synthesis (LIS) models gener-
ate images for a closed set of semantic classes, e.g., 182
common objects in COCO-Stuff. In this work, we explore
the freestyle capability of the model, i.e., how far can it
generate unseen semantics (e.g., classes, attributes, and
styles) onto a given layout, and call the task Freestyle
LIS (FLIS). Thanks to the development of large-scale pre-
trained language-image models, a number of discrimina-
tive models (e.g., image classification and object detection)
trained on limited base classes are empowered with the
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ability of unseen class prediction. Inspired by this, we opt
to leverage large-scale pre-trained text-to-image diffusion
models to achieve the generation of unseen semantics. The
key challenge of FLIS is how to enable the diffusion model
to synthesize images from a specific layout which very likely
violates its pre-learned knowledge, e.g., the model never
sees “a unicorn sitting on a bench” during its pre-training.
To this end, we introduce a new module called Rectified
Cross-Attention (RCA) that can be conveniently plugged
in the diffusion model to integrate semantic masks. This
“plug-in” is applied in each cross-attention layer of the
model to rectify the attention maps between image and text
tokens. The key idea of RCA is to enforce each text token to
act on the pixels in a specified region, allowing us to freely
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put a wide variety of semantics from pre-trained knowledge
(which is general) onto the given layout (which is specific).
Extensive experiments show that the proposed diffusion net-
work produces realistic and freestyle layout-to-image gen-
eration results with diverse text inputs, which has a high po-
tential to spawn a bunch of interesting applications. Code
is available at https://github.com/essunny310/FreestyleNet.

1. Introduction
Layout-to-image synthesis (LIS) is one of the prevailing

topics in the research of conditional image generation. It
aims to generate complex scenes where a user requires fine
controls over the objects appearing in a scene. There are
different types of layouts including bboxes+classes [13], se-
mantic masks+classes [29, 37], key points+attributes [33],
skeletons [26], to name a few. In this work, we focus on us-
ing semantic masks to control object shapes and positions,
and using texts to control classes, attributes, and styles. We
aim to offer the user the most fine-grained controls on out-
put images. For example, in Figure 1 (2nd column), the
train and the cat are generated onto the right locations de-
fined by the input semantic layouts, and they should also be
aligned well with their surroundings.

However, most existing LIS models [24, 29, 37, 49, 52]
are trained on a specific dataset from scratch. Therefore,
the generated images are limited to a closed set of seman-
tic classes, e.g., 182 objects on COCO-Stuff [3]. While in
this paper, we explore the freestyle capability of the LIS
models for the generation of unseen classes (including their
attributes and styles) onto a given layout. For instance, in
Figure 1 (5th column), our model stretches and squeezes a
“warehouse” into a mask of “train”, and the “warehouse”
is never seen in the training dataset of LIS. In addition, it
is also able to introduce novel attributes and styles into the
synthesized images (in the 3rd and 4th columns of Figure 1).
The freestyle property aims at breaking the in-distribution
limit of LIS, and it has a high potential to enlarge the appli-
cability of LIS results to out-of-distribution domains such as
data augmentation in open-set or long-tailed semantic seg-
mentation tasks.

To overcome the in-distribution limit, large-scale pre-
trained language-image models (e.g., CLIP [31]) have
shown the ability of learning general knowledge on an enor-
mous amount of image-text pairs. The learned knowledge
enables a multitude of discriminative methods trained with
limited base classes to predict unseen classes. For instance,
the trained models in [31,51,60] based on pre-trained CLIP
are able to do zero-shot or few-shot classification, which is
achieved by finding the most relevant text prompt (e.g., a
photo of a cat) given an image. However, it is non-trivial
to apply similar ideas to generative models. In classifica-
tion, simple texts (e.g., a photo of a cat) can be conveniently

mapped to labels (e.g., cat). It is, however, not intuitive to
achieve this mapping from compositional texts (e.g., a train
is running on the railroad with grass on both sides) to syn-
thesized images. Thanks to the development of pre-training
in image generation tasks, we opt to leverage large-scale
pre-trained language-image models to the downstream gen-
eration tasks.

To this end, we propose to leverage the large-scale pre-
trained text-to-image diffusion model to achieve the LIS of
unseen semantics. These diffusion models are powerful in
generating images of high quality that are in line with the
input texts. This can provide us with a generative prior
with a wide range of semantics. However, it is challeng-
ing to enable the diffusion model to synthesize images from
a specific layout which very likely violates its pre-trained
knowledge, e.g., the model never sees “a unicorn sitting on a
bench” during its pre-training. Textual semantics should be
correctly arranged in space without impairing their expres-
siveness. A seminal attempt, PITI [48], learns an encoder to
map the layout to the textual space of a pre-trained text-to-
image model. Although it demonstrates improved quality of
the generated images, PITI has two main drawbacks. First,
it abandons the text encoder of the pre-trained model, losing
the ability to freely control the generation results using dif-
ferent texts. Second, its introduced layout encoder implic-
itly matches the space of the pre-trained text encoder and
hence incurs inferior spatial alignment with input layouts.

In this paper, we propose a simple yet effective frame-
work for the suggested freestyle layout-to-image synthesis
(FLIS) task. We introduce a new module called Rectified
Cross-Attention (RCA) and plug it into a pre-trained text-
to-image diffusion model. This “plug-in” is applied in each
cross-attention layer of the diffusion model to integrate the
input layout into the generation process. In particular, to
ensure the semantics (described by text) appear in a region
(specified by layout), we find that image tokens in the re-
gion should primarily aggregate information from the cor-
responding text tokens. In light of this, the key idea of RCA
is to utilize the layout to rectify the attention maps com-
puted between image and text tokens, allowing us to put
desired semantics from the text onto a layout. In addition,
RCA does not introduce any additional parameters into the
pre-trained model, making our framework an effective so-
lution to freestyle layout-to-image synthesis.

As shown in Figure 1, the proposed diffusion network
(FreestyleNet) allows the freestyle synthesis of high-fidelity
images with novel semantics, including but not limited to:
synthesizing unseen objects, binding new attributes to an
object, and rendering the image with various styles. Our
main contributions can be summarized as follows:

• We propose a novel LIS task called FLIS. In this task,
we exploit large-scale pre-trained text-to-image diffu-
sion models with layout and text as conditions.
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• We introduce a parameter-free RCA module to plug
in the diffusion model, allowing us to generate images
from a specified layout effectively while taking full ad-
vantage of the model’s generative priors.

• Extensive experiments demonstrate the capability of
our approach to translate a layout into high-fidelity im-
ages with a wide range of novel semantics, which is
beyond the reach of existing LIS models.

2. Related Work
Deep generative models like Generative Adversarial

Networks (GANs) [2, 10, 20] and diffusion models [5, 14,
40–43] have achieved impressive results for image synthe-
sis. Compared to unconditional synthesis which yields an
image from a random noise, conditional image synthesis
models [7, 58] allow more controllability over the genera-
tion. Among them, semantic image synthesis and text-based
image synthesis are the most relevant to this paper.
Semantic Image Synthesis. This task aims to gener-
ate images based on the given semantic layouts [1, 4,
19, 24, 27, 29, 30, 39, 44–47, 49, 50, 52, 61–63]. A pio-
neer work, Pix2Pix [19], utilizes an encoder-decoder gen-
erator and a PatchGAN discriminator to perform seman-
tic image synthesis. Pix2PixHD [49] enhances Pix2Pix
with coarse-to-fine and multi-scale network architectures
for high-resolution image synthesis. SPADE [29] suggests
modulating the activations in normalization layers using the
affine parameters predicted from the input semantic maps.
Instead of modifying the features, CC-FPSE [24] and SC-
GAN [52] learn to produce convolutional kernels and se-
mantic vectors from the semantic maps to condition the gen-
eration. OASIS [44] designs a segmentation-based discrim-
inator to synthesize images with a better alignment to the in-
put label maps. Despite their impressive performance, these
methods are limited in generating fully controlled images
with diverse semantics. While in this paper, we propose a
freestyle layout-to-image synthesis framework that is armed
with much more controllability, enabling 1) the generation
of semantics beyond the pre-defined semantic categories in
the training dataset, and 2) the separate modulation of each
class in the layout with text. A recent work, PITI [48],
leverages a pre-trained diffusion model to facilitate image-
to-image translation, achieving impressive results. How-
ever, its generation is restricted by single-modality condi-
tion such as mask.
Text-based Image Synthesis. Generating images from
texts is another popular task of image synthesis. Signifi-
cant progress has been made by exploiting progressive gen-
eration [56], attention mechanisms [53], and cross-modal
contrastive approaches [55]. Recent text-to-image synthesis
methods such as GLIDE [28], DALL-E2 [32], Imagen [36],
Parti [54], CogView2 [6], and Stable Diffusion [34] are built

upon either auto-regressive or diffusion models. Trained
on large-scale image-text pairs, these methods demonstrate
an astonishing ability to generate high-fidelity images from
texts. Nevertheless, with only text as input, they fall
short of fine-grained control over the synthesized results
(e.g., specifying the layout). To advance this, several ap-
proaches [13, 16, 22, 33] attempt to introduce the location
of objects and generate images in a hierarchical manner,
but the controls are limited to ambiguous locations (indi-
cated by bboxes). In contrast, our method manages to gen-
erate semantics with fine-grained (pixel-level) control. PoE-
GAN [17] and Make-A-Scene [8] accept both text and lay-
outs, but they support only in-distribution generation. In
addition, PoE-GAN [17] merely performs global text-based
manipulations. Our proposed method supports text-guided
and out-of-distribution LIS.

In addition, some recent works succeed in applying the
pre-trained text-to-image diffusion models to various appli-
cations including text-guided image editing [11, 21], im-
age inpainting [25], and personalized generation [9,35], but
none of them can fulfill our goal. In this paper, we exca-
vate the general knowledge learned in a pre-trained text-to-
image diffusion model to enable the layout-to-image syn-
thesis to be performed in a freestyle manner.

3. Problem Definition
The objective of general layout-to-image synthesis (LIS)

using masks is to learn a mapping function f(l) = x that
generates a realistic image x from the input mask l. This
mapping function is expected to generate semantics onto
the given mask, and is usually trained in a specific dataset.
The generated semantics are thus highly constrained by
the dataset. To achieve the generation of freestyle seman-
tics, we define a new task called freestyle layout-to-image
synthesis (FLIS), and introduce a feasible solution for it.
Specifically, we introduce to condition the model with not
only masks but also texts. Masks control the layout of se-
mantics, while texts elaborate what specific semantics to
“put onto” the layout. Therefore, FLIS mapping function
f can be formulated as f(l, y) = x, where l and y are the
input masks and texts respectively.

An intuitive approach to initializing the input text y is to
use the labels of semantic masks in l, e.g., “train bush grass
railroad” in the first example of Figure 1. In any specific
image generation dataset, the vocabulary of these labels is
fixed, e.g., 182 objects on COCO-Stuff [3]. To go beyond
this, we opt to adopt the large-scale diffusion models such
as Stable Diffusion [34] that have seen far more labels dur-
ing their pre-training on billions of open data (e.g., LAION-
5B [38]). We expect to leverage the general knowledge of
such models to enable the generation of open-set semantics
in the task of FLIS.

The main challenge is how to synthesize images from

14258



“sky mountain snow person”

...

text embeddings

Text
Encoder

DM

DM

RCA

RCADiffusion Model Rectified Cross-Attention 

...

U-Net

RCA

Figure 2. An overview of the proposed FreestyleNet. By ap-
plying Rectified Cross-Attention (RCA) in the pre-trained text-
to-image diffusion model, Stable Diffusion [34], our method al-
lows for freestyle layout-to-image synthesis, where a layout can
be translated into realistic and creative images with a wide range
of semantics specified by the input texts. Note that the base text
shown here is simply derived from the semantic layout in order to
train our network on image-layout pairs. During inference, we can
freely edit the text to generate diverse images. Here the text en-
coder and the diffusion model are adopted from Stable Diffusion
and we omit the autoencoder of Stable Diffusion for simplicity.

a specific layout which very likely violates the pre-trained
knowledge of such models, e.g., the model has seen the
images of “unicorn” but never seen “the unicorn sitting
on a bench” (with the exact relative location of “unicorn”
and “bench” being specified) during its pre-training. To
solve the issue, we propose a framework with Rectified
Cross-Attention (RCA) to explicitly “inject” a specific lay-
out (a sequence of masks) into the generation process of
pre-trained diffusion models. The key idea is to ensure that
the cross-attention of each text token is only performed in
the region defined by its corresponding mask. The proposed
framework will be elaborated in the next section.

4. Proposed Method

We propose a framework of FLIS (FreestyleNet) by
leveraging the pre-trained text-to-image diffusion network:
Stable Diffusion [34]. An overview of our method is pre-
sented in Figure 2. The original Stable Diffusion adopts
a text encoder of CLIP [31] to extract text embeddings
from the input text and then injects them into a diffusion
model through cross-attention to perform generation. Start-
ing from a noise xT , the reverse diffusion is performed us-
ing a denoising U-Net inside the model for T time steps to
generate the final result x0. To empower Stable Diffusion
with the ability of synthesizing images on a specified lay-
out, we propose a Rectified Cross-Attention (RCA) to inte-
grate the layout in each cross-attention layer of the U-Net.
In the following, we will elaborate on 1) how to rectify the
pre-trained text-to-image diffusion model in the context of
FLIS, and 2) how to further exploit the freestyle capability
of the rectified diffusion model for FLIS.

4.1. Rectifying Diffusion Model

We propose to rectify the pre-trained diffusion model to
facilitate FLIS. The rectification is performed by: 1) rep-
resenting semantics by using text embeddings, 2) injecting
semantics to layout through the proposed RCA, and 3) fine-
tuning the diffusion model on layout-based training data.
Representing Semantics. The rich semantics learned in the
pre-trained text-to-image model lie in the textual space. To
deploy them for FLIS, we need to represent the desired se-
mantics by texts. Here we provide a simple yet effective so-
lution. We first describe each semantic (e.g., an object class
from COCO-Stuff [3]) with a word (e.g., “cat”) or several
words (e.g., “teddy bear”), which we call a concept. Then,
we stack all concepts corresponding to the classes appeared
in the input semantic layout (“sky mountain snow person”
in Figure 2), and input them into the text encoder. The re-
sulting text embeddings serve as the semantics to perform
the following generation.
Injecting Semantics to Layout. Given the text embeddings
(i.e., semantics), the next step is to inject the semantics into
the input layout. However, it is not intuitive how to achieve
that on a pre-trained text-to-image diffusion model.

Before diving into our solution, we elaborate the cross-
attention layer in this pre-trained model. The cross-
attention layer takes two inputs: text embeddings and im-
age features. It calculates an attention map between them,
and outputs a weighted sum on the text values using the
weights on the attention map. Each channel of the atten-
tion map is related to a text embedding. For instance, we
can find the channel corresponding to a text embedding ex-
tracted from the word “cat”. The spatial layout of this cat
in the generated image is similar to this channel, as con-
cluded in [11,18]. Therefore, by modifying this channel, we
can change the shape and location of this cat in the gener-
ated image. Inspired by this, we propose a Rectified Cross-
Attention (RCA) to integrate the input layout into the image
generation process. The idea of RCA is to rectify the atten-
tion maps of each text embedding using the corresponding
mask. In this way, it determines the spatial layout of the
generated image.

As illustrated in Figure 3, the input to RCA consists of
three parts: input image feature, text embeddings, and lay-
out. RCA computes image queries Q, text keys K, and text
values V through three projection layers, respectively. After
that, attention score maps M are calculated as:

M =
QKT

√
d

∈ RC×H×W , (1)

where d is the scaling factor that is set as the dimension of
the queries and keys, and C, H , W are the channel number,
height, and weight of M, respectively. Next, we utilize the
layout to constrain the spatial distribution of the attention
maps by rectifying the attention.

14259



text embeddings

K

Q

AR

attention score
maps

V
rectified

attention maps
input

image feature
output

image feature

Rectified
Cross-Attention 

resize

layout
AR Attention Rectification

Matrix Multiplication

Figure 3. An illustration of Rectified Cross-Attention (RCA). It utilizes the layout to rectify the attention score maps calculated between the
text and image tokens. By forcing each text token to affect only pixels in the region specified by the layout, the spatial alignment between
the generated image and the given layout is guaranteed. Q, K, V are image queries, text keys, and text values, which are computed through
projection layers respectively.

We translate the input one-channel semantic layout into
a C-channel layout, where each channel is a binary map for
an individual concept. For the text embedding correspond-
ing to the concept, we use its associated semantic mask as
the binary map. For other embeddings, e.g., paddings, we
set the values on the binary map to 1. To match the spatial
size of the attention score maps M, we resize the C-channel
layout to obtain L ∈ RC×H×W . M is then rectified by:

M̂k
i,j =

{
Mk

i,j , Lk
i,j = 1,

−inf, Lk
i,j = 0,

(2)

where Mk
i,j and Lk

i,j denote the values at position (i, j) in
the k-th channels of M and L, respectively. M̂ represents
the rectified attention score maps. Thereafter, we can calcu-
late the output image feature O of this RCA layer by:

O = softmax(M̂)V. (3)

After applying softmax, the rectified attention map be-
comes a binary map with the spatial distribution similar to
the input layout. Using this map, the model forces each text
embedding to affect only pixels in the region specified by
the input layout. In other words, the semantics from the text
are injected to the layout.
Model Fine-tuning. Equipped with the proposed RCA, the
pre-trained diffusion model can be fine-tuned on any sets of
layout-based training data. The objective for fine-tuning is
the same as that for pre-training (image denoising) [34]:

L(θ) = Ez,l,y,ϵ∼N (0,1),t

[
∥ϵ− ϵθ(zt, t, l, cϕ(y))∥22

]
, (4)

where z is the latent code extracted from the input image,
l is the input layout, y is the input text, ϵ is a noise term, t
is the time step, ϵθ is the denoising U-Net, zt is the noisy
version of z at time t, and cϕ is the text encoder. We merely
fine-tune the denoising U-Net while keeping the text en-
coder and the autoencoder of Stable Diffusion frozen. We
refer readers to the original paper of Stable Diffusion [34]
for the training details.

4.2. Generating Freestyle Images

The fine-tuned diffusion model is endowed with the abil-
ity to synthesize images given both layouts and texts. By
describing the desired semantics in the input text, we gen-
eralize the model by excavating its pre-trained knowledge
to perform freestyle layout-to-image synthesis. Here we
showcase three capabilities of the proposed model for FLIS
as well as the mechanisms behind them.
Binding New Attributes. Having a layout that contains
an object of interest (e.g., cat), one may further want to
generate a specific species of cat (e.g., tabby cat). In this
scenario, we first replace “cat” with “tabby cat” in the text
input. Then, following Eq. (2), we adopt the binary map of
the input layout L (corresponding to the region you want to
place this tabby cat) to rectify the two attention score maps,
which are related to “tabby” and “cat” respectively.
Specifying the Style. We can render a given image in the
desired style by adding a description (e.g., “an ink painting
of”) to the input text. Since we aim to specify the global
style of the generated image, the attention score maps cor-
responding to these added words are not rectified.
Generating Unseen Objects. Benefiting from the general
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Figure 4. Example results and capabilities from our FreestyleNet in performing freestyle layout-to-image synthesis (FLIS). Zoom in for a
better view.

knowledge learned from the pre-training phase, our model
is able to generate objects from unseen classes. This is
achieved by simply describing the object in the text in-
put and rectifying the corresponding attention map through
Eq. (2) with the layout related to this object.

5. Experiments

5.1. Experimental Settings

Datasets. We conduct experiments on two challenging
datasets: COCO-Stuff [3] and ADE20K [59]. COCO-Stuff
consists of 118,287 training and 5,000 validation images,
which are annotated with 182 semantic classes. ADE20K
has 20,210 images for training and 2,000 for validation, in-
cluding 150 semantic classes.
Implementation Details. We adopt the original training
settings of Stable Diffusion [34] to optimize our model, un-
less otherwise noted. The base learning rate is set to 10−6.
We use 50 PLMS [23] sampling steps with a classifier-free
guidance [15] scale of 2. All the experiments are conducted
on a single NVIDIA A100 GPU.

5.2. Qualitative Evaluation on FLIS

In order to demonstrate the viability of our FreestyleNet
for freestyle layout-to-image synthesis (FLIS), we show-
case some synthesis results covering a variety of scenarios.
As presented in Figures 1 and 4, the proposed model is ca-
pable of but not limited to 1) binding new attributes to the
objects, 2) specifying the styles for the synthesized images,
and 3) generating unseen objects. The model we use to gen-
erate these images is fine-tuned on COCO-Stuff. For each
sample here, we conduct two kinds of layout-to-image syn-
thesis, i.e., in-distribution and out-of-distribution. For the
former, the text input only contains the semantics that are
defined in the 182 classes of COCO-Stuff. While for the
out-of-distribution synthesis (depicted with a red box), we
apply some words with a wide range of new semantics in the
text input. Our method consistently produces high-fidelity
images that faithfully reveal the novel semantics described
in the text while conforming to the given layouts. Some
impressive features enabled by our approach such as gener-
ating a “Bugatti Veyron” or hornless “unicorn” and putting
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OursPITIOASIS SC-GANCC-FPSESPADEGT Layout

Figure 5. Qualitative comparison results with the state-of-the-art layout-to-image synthesis methods on COCO-Stuff (top 2 rows) and
ADE20K (bottom 2 rows). Note that our FreestyleNet takes text and layout as input while other methods adopt only the layout.

the scene “in Minecraft” break the in-distribution limit, al-
lowing the users to create the images in a freestyle way*.

5.3. Comparison with LIS Baselines

We compare our method against the state-of-the-art LIS
baselines including Pix2PixHD [49], SPADE [29], CC-
FPSE [24], OASIS [44], SC-GAN [52], and PITI [48].
Notably, since generating unseen semantics is beyond the
reach of these methods, we conduct the comparison under
the in-distribution setting. While other methods use only
one input modality (layout), the proposed model adopts two
(text and layout). We follow the standard test settings to
evaluate all methods on COCO-Stuff and ADE20K. Fréchet
Inception Distance (FID) [12] and mean Intersection-over-
Union (mIoU) are adopted to assess the realism of the gen-
erated images and the semantic alignment between the gen-
erated images and the input layouts, respectively.

Quantitative comparison results are reported in Table 1.
The proposed model outperforms all the competing meth-
ods in terms of the FID metric, indicating the high visual
quality of the images synthesized by our method. The most
recent method, PITI, also exhibits superior generation qual-
ity by leveraging a pre-trained diffusion model. However,
it implicitly learns to map the input layouts into the space
of the pre-trained text encoder, resulting in clearly worse

*A comparison to a concurrent work ControlNet [57] is provided on
our GitHub page.

Method
COCO-Stuff ADE20K

FID↓ mIoU↑ FID↓ mIoU↑
Pix2PixHD [49] 111.5 14.6 81.8 20.3

SPADE [29] 22.6 37.4 33.9 38.5
CC-FPSE [24] 19.2 41.6 31.7 43.7

OASIS [44] 17.0 44.1 28.3 48.8
SC-GAN [52] 18.1 42.0 29.3 45.2

PITI [48] 16.1 34.1 27.9 29.4
FreestyleNet (ours) 14.4 40.7 25.0 41.9

Table 1. Quantitative comparison results with the state-of-the-art
layout-to-image synthesis methods. Note that our model takes text
and layout as input while other methods adopt only the layout.

spatial alignment (reflected in low mIoU values) than ours.
Although our method does not suffer from this problem by
explicitly constraining the spatial layout of image features
through RCA, it obtains less preferred results in mIoU com-
pared to some of the other LIS methods. We argue that
mIoU is not fully suitable to evaluate the proposed FLIS
method. While the text input does not contain unseen se-
mantics under the in-distribution setting, our method may
sometimes generate more general semantics that stem from
the pre-trained knowledge (e.g., the wall behind the switch
in the 3rd row of Figure 5), leading to mispredictions of
class labels by the segmentation model used to calculate
mIoU. In addition, our goal is to synthesize images that are
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Figure 6. Effectiveness of the proposed RCA. AM represents at-
tention maps in each RCA. By sharing/exchanging the attention
maps rectified by RCA between different semantics, our method
succeeds in local style assignment/appearance swapping.

spatially, not semantically, aligned with the input layout.
As later shown in the visual comparison, our generated im-
ages have a strong spatial alignment with the input layouts.

Qualitative comparison results are shown in Figure 5.
Compared to the other baselines, our method consistently
produces sharper images with fine details, which is consis-
tent with the quantitative evaluation results.

For a fair comparison, we replace PITI’s backbone
GLIDE [28] with Stable Diffusion. The comparison results
(see Figure S7 and Table S1 in the supplementary) indicate
that the clearly improved spatial alignment are due to RCA,
and the image quality is also enhanced by our framework.

5.4. Effectiveness of RCA

To further validate the effectiveness of the proposed
RCA, we show two representative examples in Figure 6. In
the first row, if we share the rectified attention maps corre-
sponding to “sky” with those associated with “drawn by Van
Gogh” when specifying the image style, only the sky will be
rendered in the style of Van Gogh. The second row show-
cases that our model is also capable of swapping the ap-
pearance of two objects by exchanging their corresponding
rectified attention maps. Both of these two cases demon-
strate that RCA can force the semantics described by the
text to appear in the region specified by the layout.

5.5. Limitations

We find several failure cases of our method. As pre-
sented in Figure 7, our model cannot produce satisfactory
results (distortion in kite and failed appearance swap) when
the specified semantics or scenes are counterfactual (e.g.,

clothes person
grass dog horseLayout

exchange
AMsclothes person

grass dog horse

Layout
person kite grass building

cloud sky tree
person kite grass building

marshmallow sky tree

Figure 7. Failure cases. AM represents attention maps in each
RCA. Our method may struggle with generating some rare seman-
tics. More results are provided in the supplementary material.

marshmallow in the sky and horse riding a person). One
possible reason is that the diffusion model itself does not
learn sufficient knowledge of these rarely appeared or un-
reasonable semantics. Another reason could be the fine-
tuning on downstream datasets, likely resulting in some
damage to pre-trained knowledge. Our model cannot work
as intended if given contradictory layout and prompt (e.g.,
the unicorn in Figure 1 is hornless). A feasible solution is to
relax the layout constraints, e.g., by increasing the rectified
attention score when Lk

i,j = 0 (indicating regions outside
the k-th semantic) in Eq. (2). Besides, our method needs to
have a user-defined set of category names, which could be
expensive to collect in case of long-tailed datasets.

6. Conclusions
In this paper, we introduce a new task called freestyle

layout-to-image synthesis (FLIS), which aims to generate
unseen semantics described by text onto a given layout. To
that end, we propose to leverage the generative prior from
pre-trained text-to-image diffusion models. After inserting
the proposed Rectified Cross-Attention (RCA) module, the
pre-trained model is armed with the FLIS capability, break-
ing the in-distribution limit that hinders the applicability of
previous LIS models. We demonstrate a plethora of applica-
tions by translating a single layout into high-fidelity images
with a variety of novel semantics using our FreestyleNet.
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