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Abstract

Garments are important to humans. A visual system
that can estimate and track the complete garment pose
can be useful for many downstream tasks and real-world
applications. In this work, we present a complete pack-
age to address the category-level garment pose tracking
task: (1) A recording system VR-Garment, with which
users can manipulate virtual garment models in simula-
tion through a VR interface. (2) A large-scale dataset VR-
Folding, with complex garment pose configurations in ma-
nipulation like flattening and folding. (3) An end-to-end
online tracking framework GarmentTracking, which pre-
dicts complete garment pose both in canonical space and
task space given a point cloud sequence. Extensive ex-
periments demonstrate that the proposed GarmentTrack-
ing achieves great performance even when the garment
has large non-rigid deformation. It outperforms the base-
line approach on both speed and accuracy. We hope our
proposed solution can serve as a platform for future re-
search. Codes and datasets are available in https://
garment-tracking.robotflow.ai.

1. Introduction
Garments are one of the most important deformable ob-

jects in daily life. A vision system for garment pose estima-
tion and tracking can benefit downstream tasks like MR/AR
and robotic manipulation [7, 17]. The category-level gar-
ment pose estimation task is firstly introduced in Garment-
Nets [11], which aims to recover the full configuration of an
unseen garment from a single static frame. Unlike the non-
rigid tracking methods [9, 10, 16, 19, 27, 34, 35] which can
only recover the geometry of the visible regions, pose es-
timation task can also reconstruct the occluded parts of the
object. Another line of works [14, 15, 21, 22, 28–30] (non-
rigid 4D reconstruction which can reconstruct complete ob-
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ject geometry) cannot be directly applied on garments, since
they assume the object has a watertight geometry. In con-
trast, garments have thin structures with holes.

In this paper, we propose a new task called Category-
level Garment Pose Tracking, which extends the single-
frame pose estimation setting in [11] to pose tracking in
dynamic videos. Specifically, we focus on the pose track-
ing problem in garment manipulation (e.g. flattening, fold-
ing). In this setting, we do not have the priors of the human
body like previous works for clothed humans [18,26,31,41].
Therefore, we must address the extreme deformation that
manipulated garments could undergo.

To tackle the garment pose tracking problem, we need
a dataset of garment manipulation with complete pose an-
notations. However, such a dataset does not exist so far to
the best of our knowledge. To build such a dataset, we turn
to a VR-based solution due to the tremendous difficulty of
garment pose annotation in the real world [10]. We first
create a real-time VR-based recording system named VR-
Garment. Then the volunteer can manipulate the garment
in a simulator through the VR interface. With VR-Garment,
we build a large-scale garment manipulation dataset called
VR-Folding. Compared to the single static garment config-
uration (i.e. grasped by one point) in GarmentNets, our ma-
nipulation tasks include flattening and folding, which con-
tain much more complex garment configurations. In total,
our VR-Folding dataset contains 9767 manipulation videos
which consist of 790K multi-view RGB-D frames with full
garment pose and hand pose annotations on four garment
categories selected from the CLOTH3D [8] dataset.

With the VR-Folding dataset, we propose an end-to-end
online tracking method called GarmentTracking to per-
form category-level garment pose tracking during manipu-
lation. For the garment pose modeling, we follow Garment-
Nets [11] to adopt the normalized object coordinate space
(NOCS) for each category. Nevertheless, tracking garment
pose raises new challenges compared to single-frame pose
estimation: (1) How to fuse inter-frame geometry and corre-
spondence information? (2) How to make the tracking pre-
diction robust to pose estimation errors? (3) How to achieve
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Figure 1. The pipeline of our Virtual Realty recording system (VR-Garment). (a) A volunteer needs to put on a VR headset and VR
gloves. (b) By following the guidance of a specially designed UI, the volunteer begins to collect data efficiently. (c) After recording, we
re-render multi-view RGB-D images with Unity [6] and obtain masks and deformed garment meshes with NOCS labels.

tracking in real-time? To address these challenges, we con-
duct GarmentTracking in three stages, namely NOCS pre-
dictor, NOCS refiner, and warp field mapper. Firstly, it pre-
dicts per-frame features and fuses them for canonical co-
ordinate prediction. Then it refines the predicted canonical
coordinates and the geometry with a NOCS refiner to re-
duce the accumulated errors. Finally, it maps the prediction
in canonical space to the task space (i.e. coordinate frame
of the input point cloud).

Since no previous work is designed for the tracking set-
ting, we use GarmentNets [11] as a single-frame prediction
baseline for comparison. We also perform extensive abla-
tive experiments to reveal the efficacy of our design choices.
Finally, we collect real-world data on garment manipula-
tion and show the qualitative results of our method. In our
design, we avoid the computationally expensive Marching
Cubes [25] for reconstructing the canonical mesh frame by
frame, so that we can achieve tracking at 15 FPS with an
RTX 3090 GPU (5 times faster than the baseline approach).

We summarize our contributions as follows:

1). We propose a VR-based garment manipulation
recording system named VR-Garment. It can synchronize
human operations into the simulator and collect garment
manipulation data.

2). We propose a large-scale garment manipulation
dataset named VR-Folding for pose tracking. During ma-
nipulation, garments exhibit diverse configurations.

3). We propose a real-time end-to-end framework named
GarmentTracking for category-level garment pose track-
ing. It can serve as a strong baseline for further research.
We also demonstrate its generalization ability to real-world
garment recordings with models trained by simulated data.

2. Related Work

Category-level Object Pose Estimation and Tracking.
Object pose is the configuration of the object posited in the
observation space. For the rigid object, we can describe its
pose in 6 degrees of freedom (DOFs), i.e. 3 for translation
and 3 for rotation. However, for the non-rigid object, like
garments, the object pose can be of near-infinite DOFs.

On the other hand, the category-level object pose esti-
mation task aims to learn a model that can predict unseen
object poses of the same category [20, 23, 24, 38, 39]. The
concept is first introduced to estimate rigid object pose [38].
In [38], Wang et al. proposed a Normalized Object Coor-
dinate Space (NOCS) as a category-specific canonical rep-
resentation. Following the idea, Li et al. [20] proposed a
hierarchical NOCS representation for articulated objects.

To handle the near-infinite DOF nature and the category-
level generalization requirement, GarmentNets [11] also de-
fined NOCS for each garment category. They predicted
the garment pose by mapping the reconstructed mesh from
canonical space to task space. However, GarmentNets [11]
treats each frame individually, which hampers its stability
for inter-frame prediction, and its ability to infer complex
poses from sequential movements. Our GarmentTracking
is proposed for these tracking issues.

Non-rigid Tracking and Reconstruction. Tracking and
reconstructing non-rigid deforming objects is an important
research area in computer vision and graphics. One line
of works [9, 10, 16, 19, 27, 34, 35] perform free-form track-
ing, which does not assume any geometric prior. For ex-
ample, DynamicFusion [27] used a hierarchical node graph
structure and an efficient GPU solver to reconstruct the vis-
ible surface of the object. Deepdeform [10] and Bozic et
al. [9] leveraged learning-based correspondences to track
deformable objects. However, unlike pose estimation meth-
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ods which reconstruct the complete configuration of ob-
jects, all these methods can not reconstruct occluded parts.

Another line of works [14, 15, 21, 22, 28–30] can per-
form 4D reconstruction from RGB-D videos, which cap-
tures the complete geometry of the object both in space
and time. Unfortunately, the shape representations of these
methods have limitations when adapting to garment pose
reconstruction under large deformations. For example, Fu-
sion4D [15], Motion2fusion [14], 4DComplete [21], Oc-
clusionFusion [22], NPMs [29] and OccupancyFlow [28]
heavily rely on watertight object modeling such as SDF,
TSDF, or occupancy grids to reconstruct object surfaces.
Such modeling is not suitable for objects with open and thin
structures like garments.

Garment-related Dataset. Current garment-related
datasets can be divided into asset datasets [8, 41] and task
datasets [10, 11, 26, 37]. Asset datasets provide garment
models for different tasks. For example, GarmentNets
[11] proposed a simulation dataset for category-level pose-
estimation task based on CLOTH3D [8]. We also build
our VR-Folding dataset based on [8]. Other task datasets
do not require complete garment models [26]. For exam-
ple, CAPE [26] deals with the clothed human reconstruc-
tion task. However, the human body limits the possible
garment states. DeepDeform [10] dataset contains simple
scenes where a person lifts one garment with minor defor-
mations, and it only annotates sparse keypoint correspon-
dences between frames. A real-world cloth-folding dataset
proposed by Verleysen et al. [37] contains videos of cloth-
folding actions, but it only annotates the contour of gar-
ments in 2D images. Our VR-Folding dataset is the first
dataset designed for category-level garment pose tracking
in manipulation, and it contains dynamic scenes which in-
clude complex human actions and garment configurations.

3. VR-Folding Dataset
To build the VR-Folding dataset, we develop a real-time

data recording system called VR-Garment (Fig. 1). In this
way, we can combine human experience and the benefits of
simulation environments (i.e. easy access to ground-truth
poses) to efficiently collect a large amount of data with nat-
ural and complex poses. We will describe the system design
and the operation procedures in Sec. 3.1 and Sec. 3.2. Then
we will describe the data statistics in Sec. 3.3.

3.1. VR-Garment

In this section, we will first describe the hardware and
software setup of the system and then the recording pro-
cedure for volunteers to operate. The recording system is
illustrated in Fig. 1.

Hardware. On the hardware side, our recording system
needs an HTC Vive Pro [1] VR headset and Noitom Hi5 [2]
VR gloves which can track finger poses in the real world and

reproduce them with virtual hands in the simulator through
a VR interface.

Software. We developed our VR recording framework
based on Unity [6] for its good support of mainstream VR
devices. The cloth physics simulation in Unity is achieved
by Obi [3]. Specifically, we implemented a simple UI and
a grasping system in VR, which allow users to grasp or re-
lease any point on the garment surface when two virtual
fingertips make contact with the garment.

Recording Procedure. Firstly, a volunteer must wear a
VR headset and VR gloves. Then he should observe a gar-
ment instance randomly dropping on a table in Unity. Next,
he performs a pre-defined manipulation task (e.g. folding).
In the manipulation process, we save the deformed garment
mesh and hand poses for each frame. When the task is done,
the volunteer will use special gestures (e.g. fist) to send
commands for moving to the next garment instance. After
recording, we re-render multi-view RGB-D images in Unity
with the saved animation data and generate corresponding
ground-truth annotations (e.g. garment poses, masks). Note
that all the rendering settings (e.g. lights, cameras, textures
etc.) can be customized even after recording.

3.2. Task Definition

In a typical cloth folding process, we operate this task in
two stages, namely flattening and folding:

Flattening: Firstly, a garment will drop on the virtual
table in Unity. Then our system will randomly choose one
point on the garment surface. Next, the volunteer will grasp
that point with one hand and lift the garment in the air (an
initial configuration similar to that in GarmentNets [11]).
Next, the volunteer will try to grasp and fling the garment
repeatedly with two hands until the garment is smoothed
and in a flattened T-pose (see Fig. 1). Please see the supple-
mentary files for more details about the task.

Folding: Firstly, a garment in a flattened T-pose will be
placed on the virtual table. Then the volunteer will repeat-
edly perform pick-and-place actions with both hands until
the garment is folded. Though people may have different
preferred steps to achieve folding, we have defined general
rules for each category and asked the volunteers to follow
them. Please see the supplementary files for more details.

3.3. Data Statistics

All the garment meshes used in our system are from
CLOTH3D [8]. We choose 4 categories from CLOTH3D
dataset, namely Shirt, Pants, Top and Skirt. For flattening
task, we recorded 5871 videos which contain 585K frames
in total. For folding task, we recorded 3896 videos which
contain 204K frames in total. As shown in Fig. 1, the data
for each frame include multi-view RGB-D images, object
masks, full garment meshes, and hand poses. Please see the
supplementary files for more statistics on the dataset.
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Figure 2. The overview of GarmentTracking. Given the per-point NOCS coordinate of the first frame and a rough canonical shape (mesh
NOCS), our tracking method takes two frames of the partial point cloud as input. In stage 1, the NOCS predictor will generate an inter-
frame fusion feature and predict raw NOCS coordinates. In stage 2, the NOCS refiner will refine the NOCS coordinates and the canonical
shape simultaneously. In stage 3, the warp field mapper will predict the warp field which maps from canonical space to task space.

4. Method

This paper proposes an end-to-end online tracking
method called GarmentTracking for category-level gar-
ment pose tracking. As shown in Fig. 2, given a first-
frame garment pose (point NOCS, i.e. canonical coordi-
nates of partial point cloud) and a rough canonical shape
(mesh NOCS, i.e. sampled points from mesh in canonical
space) of an instance, it takes point cloud sequences as input
and generates complete garment geometry with inter-frame
correspondence (i.e. NOCS coordinates). Specifically, Gar-
mentTracking can be divided into three stages. In the first
stage (Sec. 4.1), the network will predict canonical coordi-
nates for the partial input point cloud. In the second stage
(Sec. 4.2), the network will refine the predicted canonical
coordinates and the input canonical shape. In the third stage
(Sec. 4.3), the network will use the refined canonical shape
and canonical coordinates to predict a warp field that maps
from canonical space to task space (i.e. the coordinate frame
of the input point cloud).

4.1. Canonical Coordinate Prediction

4.1.1 Normalized Garment Canonical Space

Following the definition of garment representation in
GarmentNets [11], we use Normalized Object Coordinate
Space (NOCS) coordinates as an intermediate representa-
tion for object states in a category. As shown in Fig. 2, the
rest state of a garment is the T-pose defined by the garment
worn by a person (provided by CLOTH3D [8] dataset).

4.1.2 3D Feature Extractor

The thin structure and near-infinite DOF nature of gar-
ments may result in many complicated poses (e.g. multi-
layer cloth stacked together) that require feature extrac-
tion for granular local details. Our method uses a high-
resolution sparse 3D convolution network (ResUNet3D)
proposed by FCGF [12] to extract the per-point feature from
the raw point cloud. ResUNet3D is a UNet-like network
with skip connections and residual blocks. Please refer to
the supplementary files for further details of the network.

4.1.3 Inter-frame Feature Fusion with Transformer

After extracting the feature from the extractor, we apply
the inter-frame feature fusion with Transformer [36].

Feature Matching Inspired by PTTR [40], we perform
feature matching with self-attention and cross-attention
modules based on Transformer [36]. In general, we first
use a self-attention module to individually aggregate point
features for the two input frames. Then we use a cross-
attention module to perform feature matching between two
frames. Intuitively, the self-attention operation can have a
global understanding of the current frame, and the cross-
attention operation can capture cross-frame correlations
and generate a relation-enhanced fusion feature. The self-
attention and cross-attention modules are based on the re-
lation attention module (RAM) proposed by PTTR [40].
Please see the supplementary files for more details on the
relation attention module.
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NOCS Prediction After obtaining the per-point fusion
feature via the cross-attention module, we predict the per-
point canonical coordinate with MLP. We follow Garment-
Nets [11] and formulate this problem as a classification task
instead of a regression task. Specifically, we divide each
axis into 64 bins and the network independently predicts
each axis’s classification score. During training, we use a
cross-entropy loss to supervise the classification scores.

NOCS Coordinates for Positional Embedding We
have per-point NOCS coordinate prediction from the pre-
vious frame, which contains clearer geometric and struc-
tural information. We use it for positional embedding [36],
which will be added to input features before feeding into
transformers. The positional embeddings for two frames
are calculated as Eq. (1):

emb1 = f1([P
xyz
1 ,Pnocs

1 ]), emb2 = f2([P
xyz
2 ]), (1)

where Pxyz
1 and Pxyz

2 are the partial input point clouds of
the two frames, and Pnocs

1 is the predicted per-point NOCS
coordinates of the partial point cloud in the previous frame.
Here f1(·) and f2(·) are learned MLP. By fusing NOCS co-
ordinates into positional embedding, the transformer net-
work will incorporate positional and semantic information
from previous frames. Besides, empirically speaking, uti-
lizing intermediate representations like NOCS coordinates
instead of complete garment poses can increase the robust-
ness against noisy predictions during long-term tracking.

4.2. NOCS Refiner

mesh dense feature

mesh global feature PC dense feature

PC global feature

mesh refine scale
mesh refine offset

mesh NOCS
(raw)

PC NOCS class logits
(raw)

PC per-point
feature

mesh NOCS (refined) PC NOCS class logits (refined)

Mini-PointNet Mini-PointNet

MLP
MaxPooling

MLP MLP

No backward propagationConcat

Figure 3. PC-Mesh Fusion Refiner

Since the canonical shape can be generated by other
methods like GarmentNets [11], or augmented with noise,
it might be inaccurate. On the other hand, the NOCS coor-
dinate predictions can also be noisy. Such inaccuracy could
cause errors to be accumulated during tracking. To mitigate
this problem, we propose a NOCS PC (Point Cloud)-Mesh

intertwined refiner, NOCS refiner. As shown in Fig. 3, the
predicted NOCS coordinates can reveal the cues of the input
point cloud, such as scales and offsets, while the canonical
shape can provide information about the complete geome-
try. Thus they can complement each other. We describe the
NOCS refiner in two parts (PC refiner and Mesh refiner):

PC Refiner: Firstly, the predicted NOCS classification
scores and the per-point fusion feature from the transformer
will be concatenated and fed into a Mini-Pointnet [32].
Next, the dense feature will be fused with the global mesh
feature generated by Mesh Refiner with concatenation. Fi-
nally, we use MLP to predict the final delta logits with the
fused dense feature. We use cross-entropy loss to supervise
the refined classification logits during training.

Mesh Refiner: Firstly, we use a Mini-Pointnet to extract
dense features from raw canonical shapes. Then we con-
catenate the dense mesh feature generated by PC Refiner
with the global feature from the partial point cloud to ob-
tain the fused dense feature. Next, we use an MLP with
global pooling to extract the final global shape feature. Fi-
nally, we predict the global scale factor and offset for the
canonical shape with the global shape feature and an MLP.
Finally, we use L2 loss to supervise the refined mesh points
during training.

4.3. Warping from Canonical To Task Space

4.3.1 Feature Scattering with Canonical Coordinates

After obtaining the refined canonical (NOCS) coordinate
prediction (Sec. 4.2) of a partial point cloud, we scatter
the per-point feature generated by Transformer (Sec. 4.1)
into a 323 feature volume. The “scatter” operation is per-
formed by copying the feature vector to the target location
in volume with predicted NOCS coordinates. All features
mapped to the same volume index will be aggregated with
a channel-wise maximum operation. And all the volume
locations with no corresponding feature vectors are filled
with zeros. Then the feature volume will be fed into a 3D
UNet [13], then we can obtain a dense feature volume V for
warp field prediction.

4.3.2 Warp Field Prediction

Finally, we map the refined canonical shape (Sec. 4.2)
from canonical space to task space. The output contains the
full configuration of the garment, including the occluded
parts. It is achieved by warp field prediction [11], which
is an implicit neural function w(p;V) ∈ R3 that takes a
query point p in the canonical space as input and infers the
corresponding location of p in task space. Here w(·) is a
learned MLP. We use L2 loss to supervise the warp field
prediction. In training, the query points are sampled from
the canonical mesh surface. In inference, the query points
are generated by our Mesh Refiner (Sec. 4.2).
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5. Experiments
5.1. Implementation Details

We implement our method with Pytorch [4] and use
Adam optimizer with a learning rate of 0.0001. The train-
ing stage takes about 150 epochs to converge, which lasts
for 1-3 days on an RTX 3090 GPU, depending on the train-
ing dataset sizes for different categories. We randomly
sample 4000 points from the input partial point cloud and
6000 points from the input canonical mesh surface for each
frame. During training, we randomly add noise to the par-
tial point-cloud canonical coordinates Pnocs

1 of the previ-
ous frame by randomly generating a NOCS scale factor
spc ∈ [0.8, 1.2]3 and a global NOCS offset opc ∈ [0, 0.1]3.
We also add noise to the input canonical mesh by randomly
generating a global NOCS scale factor smesh ∈ [0.8, 1.2]3

during training. Please see the supplementary files for fur-
ther details on training, inference, and network structure.

5.2. Metrics

NOCS Coordinate Distance (Dnocs). We calculate the
point-wise L2 distance between the predicted NOCS co-
ordinate of the partial point cloud with the ground-truth
NOCS labels. This metric evaluates the quality of per-point
NOCS coordinate prediction for input partial point cloud.

Chamfer Distance (Dchamf ). We calculate the Cham-
fer distance in centimeters between the reconstructed mesh
points and the ground-truth mesh points in task space. This
metric can evaluate the quality of surface reconstruction.

Correspondence Distance (Dcorr, Ad). We calculate
point-wise L2 distance in centimeters between the recon-
structed mesh and the ground-truth mesh for each frame in
task space. The correspondences are based on the NOCS
coordinates (i.e. each point on the predicted mesh will find
the closest point on the ground-truth mesh in NOCS). This
metric can evaluate the quality of garment pose estimation.
In practice, we find the variance of the error distribution in
different frames is very large, which makes the mean cor-
respondence distance Dcorr across all frames dominated by
the worst cases. So we additionally introduce Ad which rep-
resents the accuracy (i.e. ratio of frames) with Dcorr < d.

5.3. Experiment Results

5.3.1 Main Experiments

Baselines In Tab. 1, we compare GarmentNets with two set-
tings of our method:

GarmentNets [11]: As the only-existing method for
category-level garment pose estimation, GarmentNets fo-
cused on the single-frame setting. We adapt it for tracking
by prediction frame by frame.

Ours (GT): Our tracking method given the ground-truth
first-frame garment pose and the ground-truth canonical

mesh as initialization.

Ours (Pert.): Our tracking method when the first-frame
garment pose and the input canonical shape are perturbed
with noise. Specifically, we use the same noise distribu-
tion in training (Sec. 5.1) which adds global NOCS scale
and offset to the first-frame canonical coordinates of partial
point-cloud and the canonical mesh. Additionally, we add
per-point Gaussian noise (δ=0.05) to the input canonical co-
ordinates of the first frame during inference.

Results Tab. 1 summarizes the quantitative results on the
VR-Folding dataset. In general, our method outperforms
GarmentNets in all metrics by a large margin. On the chal-
lenging A3cm metric in Folding task and A5cm in Flatten-
ing task, GarmentNets has very low performance (e.g. 0.8%
in Shirt Folding), while our method achieves much higher
scores (e.g. 29.0% in Shirt Folding), which proves that our
method can generate more accurate predictions in videos
compared to GarmentNets. Our method also outperforms
GarmentNets on mean correspondence distance Dcorr and
chamfer distance Dchamf , which proves that our method
can do well in both pose estimation and surface recon-
struction tasks. Even with perturbation on first-frame poses
(Ours with Pert. in Tab. 1), our method only shows mi-
nor performance loss (e.g. 37.9% → 36.6% in Top Folding)
compared to using ground-truth as first-frame pose.

We also present some qualitative results in Fig. 4 and
Fig. 5. We can see from Fig. 5 that the prediction results
of GarmentNets are very unstable because it performs mesh
reconstruction for each frame individually and can not uti-
lize the information from previous frames. Conversely, our
method can leverage input canonical mesh and inter-frame
information to predict more stable and accurate results.
Besides, GarmentNets suffers from ambiguity brought by
symmetry (e.g. take a front side as a back side), which ham-
pers its ability to predict accurate canonical coordinates (see
Fig. 4). In contrast, our method can predict much more ac-
curate canonical coordinates (e.g. Dnocs 0.162 v.s. 0.039
for Pants Folding in Tab. 1).

GarmentNets

Pa
nt

s
T-

sh
irt

Ours w.o. pos-emb Ours GT

Figure 4. The canonical coordinate prediction results on the VR-
Folding dataset.
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Type Method Init. Folding Flattening
A3cm ↑ A5cm ↑ Dcorr ↓ Dchamf ↓ Dnocs ↓ A5cm ↑ A10cm ↑ Dcorr ↓ Dchamf ↓ Dnocs ↓

Shirt
GarmentNets [11] N/A 0.8% 21.5% 6.40 1.58 0.221 13.2% 59.4% 10.54 3.54 0.135

Ours GT 29.8% 85.8% 3.88 1.16 0.051 30.7% 83.4% 8.63 1.78 0.105
Ours Pert. 29.0% 85.9% 3.88 1.18 0.052 25.4% 81.6% 8.94 1.85 0.109

Pants
GarmentNets [11] N/A 16.2% 69.5% 4.43 1.30 0.162 1.5% 42.4% 12.54 4.19 0.185

Ours GT 47.3% 94.0% 3.26 1.07 0.039 31.3% 78.2% 8.97 1.64 0.113
Ours Pert. 42.8% 93.6% 3.35 1.10 0.039 30.7% 76.9% 9.55 2.71 0.143

Top
GarmentNets [11] N/A 10.3% 53.8% 5.19 1.51 0.148 21.6% 57.6% 9.98 2.13 0.174

Ours GT 37.9% 85.9% 3.75 0.99 0.051 36.5% 69.0% 9.41 1.59 0.113
Ours Pert. 36.6% 86.1% 3.76 1.00 0.051 33.5% 68.1% 9.61 1.62 0.116

Skirt
GarmentNets [11] N/A 1.1% 30.3% 6.95 1.89 0.239 0.1% 7.9% 18.48 5.99 0.287

Ours GT 23.5% 71.3% 4.61 1.33 0.060 5.4% 39.4% 16.09 2.02 0.199
Ours Pert. 22.8% 70.6% 4.72 1.36 0.060 2.3% 35.5% 16.55 2.15 0.207

Table 1. Quantitative results on VR-Folding dataset.
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Figure 5. The qualitative results of pose estimation for unseen instances in VR-Folding dataset. In the long sequence tracking (shown in
the lower part), our prediction still keeps high consistency with GT, while GarmentNets outputs a series of meshes that lack stability.

5.3.2 Ablation Study

NOCS Positional Embedding. In our method, NOCS
positional embedding (Sec. 4.1.3) is the crucial design
choice to leverage inter-frame correspondence information.
As shown in Fig. 4, if we remove the NOCS positional em-
bedding from our network, the network will suffer from the
same ambiguity problem as GarmentNets due to symmetry.

NOCS Refiner. Unlike rigid object tracking, garment
tracking has a higher demand for avoiding error accumu-
lation in long videos, because the error distribution of pre-
dicted pose in testing can be very different from that in train-
ing due to the near-infinite DOF. As shown in Tab. 2, our
proposed PC Refiner (Sec. 4.2) greatly influences the per-
formance due to its ability to refine NOCS coordinate pre-
dictions in each frame. Besides, the Mesh Refiner (Sec. 4.2)

also contributes to a slight performance improvement, indi-
cating that our network has more tolerance for canonical
mesh errors than NOCS coordinate errors.

Feature Extractor. As shown in Tab. 2, after we replace
our feature extractor (i.e. ResUNet3D [12] based on sparse
3D convolution) with PointNet++ [33], the overall perfor-
mance drops a lot. Thus high-resolution 3D convolution
network should be a better choice for this task.

5.3.3 Robustness

Robustness against Noise We test our method under dif-
ferent levels of noise perturbation by increasing the initial
pose noise level described in Sec. 5.3.1 by 1 or 2 times.
Specifically, we augment the point-cloud NOCS coordi-
nates of the first frame with a global scaling factor spc, a
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Type Method Folding Flattening
A3cm ↑ A5cm ↑ Dcorr ↓ Dchamf ↓ Dnocs ↓ A5cm ↑ A10cm ↑ Dcorr ↓ Dchamf ↓ Dnocs ↓

Shirt

Ours 29.0% 85.9% 3.88 1.18 0.052 25.4% 81.6% 8.94 1.85 0.109
Ours w.o. PC refiner 4.1% 25.3% 7.76 1.70 0.115 0.6% 27.4% 17.42 2.89 0.229

Ours w.o. Mesh refiner 26.8% 83.6% 3.92 1.19 0.048 23.5% 81.2% 9.18 1.88 0.110
Ours w. PointNet++ [33] 2.2% 34.7% 6.53 1.54 0.085 13.3% 53.2% 14.21 1.93 0.174

Pants

Ours 42.8% 93.6% 3.35 1.10 0.039 30.7% 76.9% 9.55 2.71 0.143
Ours w.o. PC refiner 23.1% 70.0% 4.84 1.30 0.072 5.8% 49.2% 13.72 3.46 0.165

Ours w.o. Mesh refiner 33.5% 92.2% 3.52 1.18 0.039 22.5% 75.2% 9.76 2.78 0.148
Ours w. PointNet++ [33] 8.9% 73.6% 4.91 1.33 0.066 8.0% 69.1% 10.12 2.81 0.125

Table 2. Results of ablative experiments on VR-Folding dataset.

global offset opc, and Gaussian noise standard deviation δ.
Besides, we also augment the canonical mesh with global
scaling factor smesh. As shown in Fig. 6 (left), We can see
that our method performs well at surface reconstruction (i.e.
Dchamf ) under high noise level. Please see the supplemen-
tary files for details of the noise parameters.

Robustness under Large Frame Interval Tracking at
large frame intervals with huge object deformations can be
very challenging. Therefore, we uniformly drop frames in
videos and only keep part (i.e. 1/2, 1/4, 1/6, and 1/8) of the
frames. The results are shown in Fig. 6 (right), we can see
that our method is more robust against missing frames on
Folding task compared to Flattening task.
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Figure 6. The robustness experiments.

5.3.4 Tracking Speed

On a single RTX 3090 GPU, GarmentNets takes 100ms
to pass the backbone, 7ms for volume query, and 170ms
for Marching Cubes [25]. It results in a runtime of 3.6
FPS. While in our design, we adopt a faster backbone that
costs only 45ms and eliminates the time-consuming March-
ing Cubes. Our NOCS refiner and warp field prediction take
12ms and 7ms respectively. Our method can achieve 15 FPS
during inference, which is ∼ 5 times faster than [11].

5.3.5 Generalization Ability

Neural Prediction as First-Frame Pose In order to
evaluate the generalization ability of our method, we di-
rectly use GarmentNets prediction (i.e. canonical coordi-
nates and mesh) as the first-frame pose during inference. As

shown in Tab. 3, our method still outperforms GarmentNets
by a large margin without any data augmentation related to
GarmentNets during training.

Type Method A3cm ↑ A5cm ↑ Dcorr ↓ Dchamf ↓ Dnocs ↓

Shirt Ours* 25.4% 78.9% 4.04 1.18 0.052
GarmentNets 0.8% 21.5% 6.40 1.58 0.221

Pants Ours* 45.1% 92.2% 3.33 1.16 0.040
GarmentNets 16.2% 69.5% 4.43 1.30 0.162

Top Ours* 21.1% 61.9% 4.82 1.11 0.065
GarmentNets 10.3% 53.8% 5.19 1.51 0.148

Skirt Ours* 14.7% 65.9% 5.36 1.46 0.078
GarmentNets 1.1% 30.3% 6.95 1.89 0.239

Table 3. Results of our method using GarmentNets prediction as
first-frame pose on Folding task.

Real World Experiments We collect some real-world
RGB-D videos of garment manipulation with Realsense
L515 [5] LiDAR cameras. Our method can directly track
garment pose for novel garments in the real-world with a
model trained only on our simulated data. Please see the
supplementary files for more qualitative results.

6. Conclusion and Future Works
In this work, we propose a complete framework for gar-

ment pose tracking, including the data collection (i.e. VR-
Garment system), dataset (i.e. VR-Folding), and a strong
approach (i.e. GarmentTracking) which is both quantita-
tively and qualitatively better than the baseline approach.
As a platform, we believe VR-Garment can innovate the
dataset collection for other kinds of deformable objects.
As a manipulation dataset, we are interested in using VR-
Folding for robot imitation learning. As a strong baseline,
we hope GarmentTracking can facilitate future research in
this challenging direction.
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