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Abstract

Despite the remarkable advances in image matching and pose estimation, image-based localization of a camera in a temporally-varying outdoor environment is still a challenging problem due to huge appearance disparity between query and reference images caused by illumination, seasonal and structural changes. In this work, we propose to leverage additional sensors on a mobile phone, mainly GPS, compass, and gravity sensor, to solve this challenging problem. We show that these mobile sensors provide decent initial poses and effective constraints to reduce the searching space in image matching and final pose estimation. With the initial pose, we are also able to devise a direct 2D-3D matching network to efficiently establish 2D-3D correspondences instead of tedious 2D-2D matching in existing systems. As no public dataset exists for the studied problem, we collect a new dataset that provides a variety of mobile sensor data and significant scene appearance variations, and develop a system to acquire ground-truth poses for query images. We benchmark our method as well as several state-of-the-art baselines and demonstrate the effectiveness of the proposed approach. Our code and dataset are available on the project page: https://zju3dv.github.io/sensloc/.

1. Introduction

Visual localization aims at estimating the camera translation and orientation for a given image relative to a known scene. Solving this problem is crucial for many applications such as autonomous driving [11], robot navigation [37] and augmented and virtual reality [7, 41].

State-of-the-art approaches to visual localization typically involve matching 3D points in a pre-built map and 2D pixels in a query image [4, 22, 42, 50–52, 67, 69]. An intermediate image retrieval step [2, 21, 23, 46] is often applied to determine which parts of the scene are likely visible in the query image, in order to handle large-scale scenes. The resulting camera poses are estimated using a standard Perspective-n-Point (PnP) solver [24, 32] inside a robust RANSAC [3, 12, 13, 18] loop. However, in real-world outdoor scenarios, obtaining such correspondences and further recovering the 6-DoF pose are difficult, since the outdoor scenes can experience large appearance variations caused by illumination (e.g., day and night), seasonal (e.g., summer and winter) and structure changes. Visual localization under such challenging conditions remains an unsolved problem, as reported by recent benchmarks [48, 53, 76].

Fortunately, nowadays, with the popularity of smart devices that come equipped with various sensors such as Inertial Measurement Unit (IMU), gravity, compass, GPS, or radio signals (like WiFi and Bluetooth), new possibilities arise for mobile phone pose estimation exploiting these additional multi-modality sensors. Nevertheless, previous works...
only take independent sensors into consideration. For example, some methods utilize GPS as a prior to bound the Visual-Inertial Odometry (VIO) drift [31, 45, 56, 75] or simplify the image retrieval process [35, 72, 73], while others focus on employing the gravity direction as a reliable prior to benefit the PnP solver [1, 20, 33, 52, 63–65].

In this paper, we introduce a novel framework, named SensLoc, that localizes an image by tightly coupling visual perception with complementary mobile sensor information for robust localization under extreme conditions. In the first stage, our approach leverages GPS and compass to constrain the search space for image retrieval, which not only reduces the risk of misrepresentation of global features but also speedups the retrieval procedure with fewer database candidates. In the second stage, inspired by the recent CAD-free object pose estimation method, OnePose++ [26], we design a transformer-based network to directly match 3D points of the retrieved sub-map to dense 2D pixels of the query photo in a coarse-to-fine manner. Compared to the modern visual localization pipeline, which establishes 2D-3D correspondences by repeatedly matching 2D-2D local features between query and retrieve images, our solution shows a significant acceleration and a better performance especially under challenging appearance changes. In the last stage, we implement a simple yet effective gravity validation algorithm and integrate it into the RANSAC loop to filter the wrong pose hypotheses, leveraging the precise roll and pitch angles from mobile gravity sensors. The gravity validation leads to an improvement of RANSAC in terms of efficiency and accuracy, as false hypotheses can be removed in advance.

To the best of our knowledge, there is no public dataset for multi-sensor localization under strong visual changes. To facilitate the research of this area, we created a new benchmark dataset SensLoc, as shown in Fig. 1. Specifically, we first used a consumer-grade panoramic camera (Insta360) and a handheld Real-time Kinematic (RTK) recorder, to capture and reconstruct a large-scale reference map. Half a year later, we collected query sequences with large scene appearance changes through a mobile phone bounded with a RTK and recorded all available built-in sensor data. As direct registration between the query sequences and the reference map is difficult, we rebuilt an auxiliary map at the same time as acquiring the query sequences using Insta360 and RTK and aligned the auxiliary map with the reference map through ICP. Thus, we only needed to register the query images with the auxiliary map, which was easier as they were captured at the same time. To achieve this, we developed a pseudo-ground-truth (GT) generation algorithm to accurately register each query sequence against the auxiliary map by incorporating feature matching, visual-inertial-odometry, RTK positions and gravity directions. The GT generation algorithm does not ask for any manual intervention or extra setup in the environment, enabling scalable pose labeling.

We evaluate several state-of-the-art image retrieval and localization methods on our proposed dataset. We show that the performance of the existing methods can be drastically improved by considering sensor priors available in mobile devices, such as GPS, compass, and gravity direction. The experiments also demonstrate that our method outperforms the state-of-the-art approach HLoc [50,51] by a large margin in challenging night-time environments, while taking only 66ms to find 2D-3D correspondences on a GPU and 8ms for PnP RANSAC.

In summary, our main contributions include:

- A novel outdoor visual localization framework with multi-sensor prior for robust and accurate localization under extreme visual changes.
- A new dataset for multi-sensor visual localization with seasonal and illumination variations.
- Benchmarking existing methods and demonstrating the effectiveness of the proposed approach.

2. Related work

Visual Localization. Conventionally, most existing methods [40, 50, 51, 60] tackle pose estimation by establishing correspondences between the query image and sparse SFM reconstruction of the scene, typically with hand-crafted local features like SIFT [40]. The pipeline scales up to large scenes using image retrieval [2,21,23,46,59,74], which restricts 2D-3D matching into visible parts of the query image. Recently, many traditional hand-crafted steps have been substituted by learning-based counterparts [16,17,51,60,68]. HLoc [50,51] summarizes and provides a complete and leading toolbox for structure-based visual localization. However, during the retrieval phase, HLoc generally fails when the scene exhibits large visual variations, due to the limited information contained in global features. During the 2D-3D matching phase, HLoc is slow because it depends on multiple 2D-2D image matchings as the proxy, and it may still output a lot of outliers over notable appearance variations (weather, seasonal and illumination). For the retrieval and matching problem, we believe that leveraging other modality sensors could bring benefits. As for the time-consumption issue, inspired by recent 6-DoF pose estimation works [26,61], we aim to directly match 3D sub-map and 2D query image in one-shot with self- and cross-attention modules.

Multi-sensor Visual Localization. As GPS roughly provides absolute 3-DoF locations in outdoor environments, some methods employ the GPS signals as an extra constraint in optimization to improve the global accuracy of VIO [31, 45, 56, 75] and visual SLAM [10, 14, 57], while others treat GPS as a prior to simplify the image retrieval
task for visual localization [35, 72, 73]. Gravity direction measured from IMU sensors is a commonly used prior for pose estimation considering its high accuracy [33]. Previous researches usually extract the knowledge of known gravity direction to enhance the PnP solver by bootstrapping minimal solutions [1, 33, 63, 65] or incorporating extra regularizers [20, 66]. However, to our knowledge, no previous work has considered multiple sensors jointly. In fact, modern cell phones and other smart devices have been equipped with a large variety of sensors, including gyroscopes and accelerometers, compass, GPS, Wifi, Bluetooth and so on. A localization algorithm to fully exploit multiple sensors is desired.

Datasets. The majority of existing datasets for visual localization do not provide [28, 30, 53, 76] or just provide limited types of sensor data [6, 9, 15, 46, 55, 58, 62, 67]. The closest to our work is the very recently released benchmark LaMAR [48] for augmented reality. However, LaMAR uses expensive and professional LiDAR devices to reconstruct the reference map and establish the ground-truth. Besides, LaMAR only provides radio signals from WiFi and Bluetooth, which are not always available in outdoor environments, and do not provide GPS and compass data.

To label the query GT, many previous works rely on offline SfM systems [54] upon unstructured photo collections [28, 30, 53]. However, when it comes to the circumstance where a huge appearance change exists between query and reference images, merely adopting SfM algorithms may lead to limited registration accuracy. Some other datasets propose to use fiducial markers [6, 8, 27], depth information (e.g., RGB-D camera [58] or LiDAR [6, 67]) as additional pose constraints, or even introduce manual annotations [15, 55, 67]. The requirement of external equipment and manual labeling greatly increase the capture cost and thus limit the dataset scalability. Recently, LSFB [39] and LaMAR [48] employ an automatic and low-cost framework for AR devices’ GT generation. Although we similarly fuse diverse sensor sources to automatically generate GT, we devise a solution for hard cases where query images exhibit dramatic appearance differences compared with the reference map. Our approach builds an auxiliary 3D map to simplify feature matching and introduces more constraints such as RTK positions and gravity directions.

A detailed comparison of representative outdoor datasets is given in Table 1.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Scale</th>
<th>Equipment Cost</th>
<th>Operation Cost</th>
<th>Changes</th>
<th>Additional Sensors</th>
<th>Groundtruth Solution</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cambridge</td>
<td>small</td>
<td>low</td>
<td>low</td>
<td>people, weather</td>
<td>No</td>
<td>SfM</td>
<td>&gt; dm</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phototourism</td>
<td>small</td>
<td>low</td>
<td>low</td>
<td>people, construction</td>
<td>No</td>
<td>SfM</td>
<td>≈ m</td>
</tr>
<tr>
<td>NCLT [6]</td>
<td>medium</td>
<td>high</td>
<td>low</td>
<td>people, day-night</td>
<td>GPS</td>
<td>SfM+GPS</td>
<td>&gt; dm</td>
</tr>
<tr>
<td>ADVIO [15]</td>
<td>median</td>
<td>median</td>
<td>high</td>
<td>people</td>
<td>IMU, depth, GPS</td>
<td>VIO+manual</td>
<td>≈ dm</td>
</tr>
<tr>
<td>ETH3D [55]</td>
<td>small</td>
<td>high</td>
<td>high</td>
<td>No</td>
<td>LiDAR</td>
<td>LiDAR+manual</td>
<td>≈ mmn</td>
</tr>
<tr>
<td>LaMAR [48]</td>
<td>large</td>
<td>high</td>
<td>low</td>
<td>people, weather,</td>
<td>LiDAR, IMU, WiFi,</td>
<td>LiDAR+</td>
<td>≈ mmn</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>day-night,construction</td>
<td>Bluetooth, depth, infrared</td>
<td>SL+VIO+</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SensLoc</td>
<td>large</td>
<td>low</td>
<td>people, car, weather,</td>
<td>GPS, IMU, WiFi,</td>
<td>SL+VIO+</td>
<td>&lt; dm</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>day-night, construction</td>
<td>Bluetooth, compass, gravity</td>
<td>RTK+Gravity</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Overview of existing outdoor datasets. The following attributes are taken in account: environment (scale, changes), cost (equipment, operation), groundtruth (solution, accuracy), and whether contains sensor data. The equipment and operation costs refer to capital and labor overhead when building the dataset.

3. Visual Localization with Mobile Sensors

An overview of the proposed method is exhibited in Fig. 2. Given the reference map consisting of images with known camera poses \( \{ \Gamma_i, \xi_i \} \) and point clouds \( \{ P_j \} \), our objective is to estimate the 6-DoF pose \( \xi^q \) for the query image \( I^q \). To achieve this, we present a novel three-stage pipeline that first leverages GPS and compass to narrow the search space for image retrieval (Section 3.1). Then we build 2D-3D correspondences in a coarse-to-fine manner for query image \( I^q \) (Section 3.2), and finally solve the camera pose \( \xi^q \) by a gravity-guided PnP RANSAC (Section 3.3).

3.1. Sensor-guided Image Retrieval

Given a query image \( I^q \), the retrieval stage aims to find a set of covisible images \( S_{covis} = \{ I^1_k, I^2_k, ..., I^n_k \} \) among the reference image collection \( \{ \Gamma_i \} \), where \( k \) represents the number of retrieved items. A commonly-used method is to first use an embedding function \( f(\cdot) \) to map images \( \{ I^i, \Gamma_i \} \) into a compact feature space and then search for nearest neighbors of \( I^q \) using a distance metric \( d(f(I^q), f(\Gamma_i)) \).

However, this method is completely dependent on the expressiveness of global features. When images are acquired from a site with significant visual changes, e.g., the SensLoc dataset, it may fail. To address this issue, we propose to use the metadata from the mobile sensors as priors to filter incorrect candidates beforehand, as shown in Fig. 3. We denote the prior pose of the query image as \( _s^q \xi^q \), which comprises translation from the built-in GPS signal and rotation from integrating the gravity and compass data. For each \( I^i \), we
narrow the retrieval candidate set \( \tilde{\mathcal{I}} \) as follows:

\[
\tilde{\mathcal{I}} = \{ \mathcal{I}^q_i \in \mathcal{I}^q : \| \mathbf{R}(\mathbf{x}^q_i) - \mathbf{R}(\mathbf{x}^{\prime q}_i) \| \leq \tau_i, \arccos(\mathbf{R}(\mathbf{x}^{\prime q}_i) \cdot s) \leq \tau_o \}\,.
\]

where \( \tau_i \) and \( \tau_o \) are translation and orientation thresholds, respectively. We notice that the altitude value of GPS is unstable, so we only use the x-y coordinate \( t_{xy} \) in reference pose \( \mathbf{x}^q_i \) and query prior pose \( \mathbf{x}^{\prime q}_i \) to constrain the search space. Besides, we compute the angle between principal axes of query pose prior \( (\xi^q_i(p)) \) and reference images \( (\xi^{\prime q}_j(p)) \), to ensure that camera directions are similar. The camera’s principal axis is defined as a line perpendicular to the image plane that extends from the camera center. We use principal axes instead of calculating the camera orientations because images rotated around their principal axis still observe the same scene. Based on the filtering step, we can efficiently and accurately determine the k-nearest neighbors \( \mathcal{S}_{\text{covis}} \) according to \( d(f(\mathcal{I}^q_i), f(\mathcal{I}^q_j)) \), where \( \mathcal{I}^q \in \tilde{\mathcal{I}} \). The local point cloud \( \{ \mathbf{P}_j \} \) observed by images in \( \mathcal{S}_{\text{covis}} \) are used for the latter matching feature step.

### 3.2. Direct 2D-3D Matching

For a query \( \mathcal{I}^q \), assuming that we have obtained its covisible neighbors \( \mathcal{S}_{\text{covis}} \) and relevant point cloud \( \{ \mathbf{P}_j \} \), we focus on establishing 2D-3D matches between sub-pixels in \( \mathcal{I}^q \) and points in \( \{ \mathbf{P}_j \} \).

**Preprocess.** First, we hierarchically extract coarse- and fine-level dense feature maps \( \{ \mathbf{F}^c_1, \mathbf{F}^c_2, ..., \mathbf{F}^c_k \} \) from images \( \{ \mathcal{I}^q_i, \mathcal{I}^q_{i_1}, \mathcal{I}^q_{i_2}, ..., \mathcal{I}^q_{i_k} \} \). For clarity, we use \( \hat{\cdot} \) and \( \tilde{\cdot} \) to denote the coarse-level and fine-level features, so that extracted multi-level features can be denoted as \( \mathbf{F}^{2D} \in \mathbb{R}^{H \times W \times C_2} \) for the coarse level and \( \mathbf{F}^{3D} \in \mathbb{R}^{H \times W \times C_3} \) for the fine level, where \( H, W \) indicate image height and width, and \( C_2, C_3 \) represent the dimensions of the coarse and fine features, respectively. Next, every point \( \mathbf{P}_j \) is reprojected into the feature maps in \( \mathcal{S}_{\text{covis}} \) and the corresponding feature descriptors are extracted using bilinear interpolation. This step yields a feature track \( \mathcal{T}_j = \{ (\mathbf{F}^{2D}_j(k), \mathbf{F}^{3D}_j(k)) | k = 1...N_{j_k} \} \) for each 3D point \( \mathbf{P}_j \), where \( N_{j_k} \) is the track length. Finally, an averaging pooling operation is used for each track \( \mathcal{T}_j \) to form a 3D descriptor \( \mathbf{F}^{3D}(\mathbf{P}_j) \).

**Coarse-to-fine matching.** Based on the 2D and 3D features \( \{ \mathbf{F}^{2D}, \mathbf{F}^{3D} \} \), we initially determine whether a 3D point in sub-map \( \{ \mathbf{P}_j \} \) is observable by the query \( \mathcal{I}^q \) and search for a rough location \( \mathbf{u}^t \) in the coarse level. Afterward, the coarse correspondence is refined to a sub-pixel position \( \mathbf{u}^t \) by a fine-matching module.

Similar to [26, 60], we first use positional encoding to augment the features \( \{ \mathbf{F}^{2D}, \mathbf{F}^{3D} \} \), resulting in \( \{ \mathbf{F}^{2D}_{\text{pe}}, \mathbf{F}^{3D}_{\text{pe}} \} \). This process involves 2D pixel extension following [5] and 3D coordinate encoding with Multilayer Perceptron (MLP) [43]. We flatten the 2D coarse map \( \mathbf{F}^{2D}_{\text{pe}} \) and apply linear self-attentions and cross-attentions [29] upon \( \{ \mathbf{F}^{2D}_{\text{pe}}, \mathbf{F}^{3D}_{\text{pe}} \} \) \( N_c \) times to obtain transformed features \( \{ \mathbf{F}^{2D}_{\text{pe}}, \mathbf{F}^{3D}_{\text{pe}} \} \). Subsequently, a probability matrix \( P^e \) is calculated by a dual-softmax operation on the correlation volume...
The notations \(s_\xi\) and \(s_{\xi_{\text{hyp}}}\) refer to the gravity directions of sensor and hypothesis poses. During RANSAC iterations, an earlier termination is permitted if \(d_e \geq \tau_e\), where \(\tau_e\) is a predefined maximum gravity error.

\[
P^c(i, j) = \text{softmax}(C(i, \cdot))_j \cdot \text{softmax}(C(\cdot, j))_i,
\]

where \(C(i, j) = \frac{1}{\tau}(\hat{F}_{2D}^i(i), \hat{F}_{3D}^j(j))\).

\(\langle \cdot, \cdot \rangle\) indicates the inner product, \(\tau\) represents the temperature parameter of \(\text{softmax}\), and \(i, j\) are the indices of a pixel in the flattened coarse map and a 3D point, respectively. The coarse 2D-3D correspondences, denoted as \(M^c\), are constructed from \(P^c\) by selecting correspondences that meet a confidence threshold \(\theta\) and satisfy the mutual nearest neighbor (MNN) criteria:

\[
M^c = \{(i, j) \mid \forall (i, j) \in \text{MNN}(P^c), P^c(j, i) \geq \theta\},
\]

For each coarse correspondence \((\hat{u}^i, \hat{P}^j)\) identified by \(M^c\), a local window \(\hat{F}_{\text{crop}}^i\) of size \(w \times w\) is cropped around \(\hat{u}^i\) in the fine feature \(F_{2D}^i\). A similar self-attention and cross-attention layer is then applied to transform the cropped feature map \(\hat{F}_{\text{crop}}^i\) and its corresponding 3D fine feature \(F_{3D}^j\) \(N_f\) times. Finally, we correlate the transformed 3D fine feature \(\hat{F}_{3D}^j\) with all elements in the transformed crop feature \(\hat{F}_{\text{crop}}^i\) to produce a heatmap representing the matching probability in the local region. By estimating the 2D expectation over the probability distribution, we gain the fine correspondence position \(\hat{u}^i\) with respect to \(\hat{P}^j\).

Following [26, 60], we supervise the network by a focal loss [38] for coarse matching and variance-weighted \(\ell_2\) loss for fine refinement. More details are provided in the supplementary material.

### 3.3. Gravity-guided PnP RANSAC

After establishing the 2D-3D fine matches \(M^f\) between the query image \(I^q\) and the local point cloud \(P^j\), previous works commonly estimate the pose \(\xi^q\) with the Perspective-n-Point (PnP) [34] technique in a RANSAC [18] framework.

However, such methods may have trouble with scenes containing large illumination changes as they highly rely on the performance of local feature matching. To this end, we propose to insert a simple yet effective verification module into a LO-RANSAC [13] scheme to ensure the correctness of the gravity direction. In detail, for each pose hypothesis \(\xi_{\text{hyp}}\) estimated from a random sample of three 2D-3D correspondences, we compute the difference of gravity directions \(d_e\) between sensor pose \(s\xi\) and hypothesis pose \(\xi_{\text{hyp}}\), as

\[
d_e = \arccos(s\xi(g) \cdot \xi_{\text{hyp}}(g)).
\]

The notations \(s\xi(g)\) and \(\xi_{\text{hyp}}(g)\) refer to the gravity directions of sensor and hypothesis poses. During RANSAC iterations, an earlier termination is permitted if \(d_e \geq \tau_e\), where \(\tau_e\) is a predefined maximum gravity error.

According to this strict criterion, we not only suppress potential false hypotheses and return high-quality results, but also could handle overload situations when there are too many tentative 2D-3D correspondences. This is achieved by filtering out a large fraction of incorrect poses with \(d_e \geq \tau_e\) in advance.

### 3.4. Implementation details

ResNet-18 [25] is used as the feature extractor and we set \(N_c\) to 4 and \(N_f\) to 1 for the transformer modules. The temperature value \(\tau\) is 0.1. The crop window size \(w\) is equal to 5. As for training, we select the same sequences on MegaDepth [36] with [17], but retriangulate the 3D structure with Superpoint [16] and Superglue [51] to increase the point density. We randomly sample or pad 10 co-visible images \(S_{\text{covis}}\) and extract a visible local sub-map \(\{P_j\}\) with 4000 points for batch fetching. The backbone of our model is fixed with the LoFTR-DS [60] outdoor model, while the other parts are randomly initialized and backpropagated. The model is trained using AdamW with an initial learning rate of \(8 \times 10^{-3}\) and a batch size of 24 on 4 NVIDIA GTX 3090 GPUs. During testing, we set the confidence threshold \(\theta\) to 0.05 in the daytime and 0.005 in the nighttime, as SensLoc has the ability to handle tentative matches brought by such a low threshold. The translation and orientation thresholds \(\tau_t\) and \(\tau_o\) in Eq. 1 are 20 meters and 60 degrees for sensor-guided retrieval. The gravity error threshold \(\tau_e\) is set to 2 degrees for gravity-guided PnP RANSAC. All testing experiments are operated on an NVIDIA TITAN RTX GPU.

### 4. Dataset

The released dataset SensLoc includes a large city park (approximately 31,250 m²), containing vegetation, rivers, buildings and walkways. As a publicly accessible area, unavoidably, SensLoc experiences various scene changes all the time, e.g., moving people, vehicles or even new infrastructure constructions. The query images were captured with different illuminations, seasons and weather, compared to

![Figure 3. Using the GPS and compass for image retrieval. (a) Image retrieval (b) GPS & Axis retrieval](image)
4.1. Reference map collection

We created a digital map upon SensLoc environment with a panoramic camera, Insta360 ONE, due to the efficiency of 3D reconstruction from panoramic imaging over monocular acquisition. Specifically, given reference images \( \{ I_j \} \) captured by Insta360, we applied SfM techniques to reconstruct sparse point cloud \( \{ P_j \in \mathbb{R}^3 \} \) and feature track \( \{ T_j \} \), where \( j \) is the point index. After converting 7,958 database images from panorama to pinhole, SensLoc dataset results in 47,748 reference images and 0.31M 3D points triangulated from 6.20M local features. In order to recover the scale of the reconstruction and align it with the real geographic world, we pre-calibrated and equipped the Insta360 ONE with a RTK recorder, T38P-E, to document the geographical locations. The pipeline of the reference map reconstruction is illuminated in the top area of Fig. 4.

4.2. Query image collection

For query image collection, we freely walked through the SensLoc environment several times after half a year, and captured videos using Huawei P40pro and Xiaomi Mix3 smartphones with a developed Android-powered Acquisition Application (APP). Since the SensLoc algorithm focuses on image localization, we sampled all sequences into single frames and totally generated 1,576 day-time and 362 night-time queries. Note that without downsampling, our dataset can also support sequence localization tasks. The Acquisition APP records raw data that measure motion, orientation, and various environmental conditions from the phones’ built-in sensors. It includes but not limited to accelerometer, gyroscope, gravity, compass, Bluetooth, WiFi and GPS measurements. Please refer to the supplementary material for a detailed introduction. Besides, we employed a handheld RTK device attached to the phone rigidly to record shooting locations, which could provide GT locations at centimeter-level accuracy \[70\]. All sensors have been hardware synchronized and carefully calibrated.

Auxiliary map reconstruction. We found that it was quite difficult to directly generate pseudo-GT poses against the pre-
built reference map \( \{ P_j \} \) due to large appearance changes between query and reference images. To solve this problem, we propose to reconstruct an auxiliary 3D map \( \{ P_j \} \) during the query time. This process is detailed in the median part of Fig. 4. Specifically, we first replicate the reference map construction process by using the Insta360 and RTK recorder to capture and build a 3D auxiliary model. The auxiliary model \( \{ P_j \} \) is then aligned with the base reference model \( \{ P_j \} \). In detail, both \( P_j \) and \( P_j \) are initially aligned with the real geographic world by RTK with an error less than 0.5m. Fine alignment is achieved using the ICP [47], which is not likely to get stuck in local minima due to the good initialization. The RMSE of all inlier 3D-3D matches is around 0.7mm, which is not likely to get stuck in local minima due to the good initialization.

<table>
<thead>
<tr>
<th>Global feature</th>
<th>Prior</th>
<th>R@1</th>
<th>R@5</th>
<th>P@5</th>
<th>R@10</th>
<th>P@10</th>
<th>R@20</th>
<th>P@20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Axis+GPS</td>
<td>-</td>
<td>34.73</td>
<td>72.29</td>
<td>34.20</td>
<td>34.38</td>
<td>87.20</td>
<td>33.91</td>
<td></td>
</tr>
<tr>
<td>Axis</td>
<td>-</td>
<td>51.87</td>
<td>67.75</td>
<td>44.46</td>
<td>75.19</td>
<td>39.60</td>
<td>79.71</td>
<td>32.58</td>
</tr>
<tr>
<td>GPS</td>
<td>-</td>
<td>53.10</td>
<td>71.67</td>
<td>47.63</td>
<td>79.31</td>
<td>43.16</td>
<td>85.35</td>
<td>36.80</td>
</tr>
<tr>
<td>Axis+GPS</td>
<td>-</td>
<td>65.61</td>
<td>82.40</td>
<td>54.91</td>
<td>92.27</td>
<td>50.03</td>
<td>93.81</td>
<td>43.12</td>
</tr>
<tr>
<td>Axis+GPS</td>
<td>-</td>
<td>64.96</td>
<td>88.13</td>
<td>60.27</td>
<td>93.19</td>
<td>55.92</td>
<td>96.70</td>
<td>49.59</td>
</tr>
<tr>
<td>Axis+GPS</td>
<td>-</td>
<td>59.80</td>
<td>73.87</td>
<td>53.87</td>
<td>77.80</td>
<td>48.10</td>
<td>82.20</td>
<td>38.97</td>
</tr>
<tr>
<td>Axis+GPS</td>
<td>-</td>
<td>63.57</td>
<td>80.90</td>
<td>58.26</td>
<td>85.81</td>
<td>52.77</td>
<td>89.83</td>
<td>43.75</td>
</tr>
<tr>
<td>Axis+GPS</td>
<td>-</td>
<td>70.85</td>
<td>90.30</td>
<td>66.21</td>
<td>94.69</td>
<td>61.08</td>
<td>97.06</td>
<td>52.39</td>
</tr>
<tr>
<td>Axis+GPS</td>
<td>-</td>
<td>75.12</td>
<td>91.59</td>
<td>70.99</td>
<td>95.77</td>
<td>66.16</td>
<td>97.88</td>
<td>57.09</td>
</tr>
<tr>
<td>Axis+GPS</td>
<td>-</td>
<td>68.57</td>
<td>83.75</td>
<td>63.81</td>
<td>87.82</td>
<td>58.02</td>
<td>91.07</td>
<td>48.92</td>
</tr>
<tr>
<td>Axis+GPS</td>
<td>-</td>
<td>70.85</td>
<td>90.30</td>
<td>66.21</td>
<td>94.69</td>
<td>61.08</td>
<td>97.06</td>
<td>52.39</td>
</tr>
<tr>
<td>Axis+GPS</td>
<td>-</td>
<td>34.73</td>
<td>77.29</td>
<td>34.20</td>
<td>82.04</td>
<td>34.38</td>
<td>87.20</td>
<td>33.91</td>
</tr>
<tr>
<td>Axis+GPS</td>
<td>-</td>
<td>53.10</td>
<td>71.67</td>
<td>47.63</td>
<td>79.31</td>
<td>43.16</td>
<td>85.35</td>
<td>36.80</td>
</tr>
<tr>
<td>Axis+GPS</td>
<td>-</td>
<td>65.61</td>
<td>82.40</td>
<td>54.91</td>
<td>92.27</td>
<td>50.03</td>
<td>93.81</td>
<td>43.12</td>
</tr>
<tr>
<td>Axis+GPS</td>
<td>-</td>
<td>64.96</td>
<td>88.13</td>
<td>60.27</td>
<td>93.19</td>
<td>55.92</td>
<td>96.70</td>
<td>49.59</td>
</tr>
</tbody>
</table>

Table 2. Image retrieval results. We report the top-k recall and precision when \( k = 1, 5, 10, 20 \) using different image features and sensor priors. A retrieval result is deemed correct if it falls within a distance of \( \tau_t = 10m \) from the query view and the orientation between them is less than \( \tau_o = 30^\circ \).

5. Experiments

5.1. Image Retrieval

Baselines and metrics. We evaluate global descriptors computed by AP-GeM [23], NetVLAD [2] and OpenBL [21], which are representative of the field [44]. In order to learn the effect of the provided priors (i.e., axis direction and GPS xy position), we carry out controlled experiments on the basis of distinct global features. For evaluation, a retrieval result is deemed correct if it satisfies two requirements: 1) it is within \( \tau_t = 10m \) from the query position, and 2) it shares a similar perspective with the query pose, where \( \tau_o < 30^\circ \). We report recall and precision metrics on the behalf of the top \( k \) retrieved items, and \( k \) ranges from 1 to 20.

Results. The retrieval results are presented in Table 2. Even though sensor prior itself cannot output accurate results, it always improves the retrieval performance over vanilla feature-only methods, regardless of the top \( k \) threshold. Combining the global feature OpenBL with Axis (orientation) and GPS (position) priors leads the benchmark, which is adopted to find the covisible reference set for the
We thus implement an interval sampling upon raw tentative matches for sparse point cloud reconstruction (denoted as \( \text{HLoc (LoFTR)} \)). We follow the standard localization evaluation procedure [69], and report the localization recall at thresholds \((25\text{cm}, 2^\circ)\), \((50\text{cm}, 5^\circ)\), and \((1\text{m}, 10^\circ)\). The testing time-cost is also compared in terms of network inference and PnP RANSAC, as it is an important indicator for the navigation performance of mobile devices in the real world.

### 5.2. Visual Localization

**Baselines and metrics.** We compare our approach with the following baselines in two categories: 1) Feature matching pipelines \( \text{HLoc} \) [50], using different keypoint descriptors (SIFT [40], SuperPoint [16] and D2-Net [17]), and matchers (Nearest Neighbour and learned SuperGlue [51]), as well as the detector-free matcher LoFTR [60]. 2) The end-to-end direct alignment approach Pixloc [49]. Note that LoFTR outputs semi-dense correspondence between reference images, which brings unacceptable memory overhead to BA optimization in our large-scale dataset \( \text{SensLoc} \). We thus implement an interval sampling upon raw tentative matches for sparse point cloud reconstruction (denoted as \( \text{HLoc (LoFTR)} \)).

**Results.** We report the results in Table 3. The state-of-the-art method \( \text{HLoc \ (SuperPoint+SuperGlue)} \) obtains the best results during the daytime. It is reasonable because well-lit images have rich textures, benefiting the keypoint detection of SuperPoint. In the challenging condition of night, our approach outperforms other baselines by a large margin thanks to the keypoint-free design of 2D-3D matching. In addition, as we execute sparse-to-dense correspondence searching in one-shot, the network runs about 30x faster than the second competitor SuperPoint+SuperGlue. Furthermore, it is obvious that our proposed gravity validation module not only improves the localization accuracy, but also speeds up the PnP RANSAC process by 4 times. As we can see, even in severe long-term conditions, according to tightly coupling visual localization with multiple mobile sensors, we could obtain a satisfactory pose in real-time on a desktop computer.

### 5.3. Ablation Studies

We conduct experiments to exploit the sensitivity of \( \text{SensLoc} \) to image retrieval, as shown in Tab. 4. Increasing the retrieval accuracy using sensor-guided retrieval or ground-truth markedly increases the localization recall at \((25\text{cm}, 2^\circ)/(50\text{cm}, 5^\circ)/(1\text{m}, 10^\circ)\). The ablation study demonstrates that the retrieval stage, which selects local point clouds in Section 3.1, plays a critical role in the pose estimation of our method. More ablation studies are provided in the supplementary material.

### 6. Conclusion

This paper presents \( \text{SensLoc} \), a new approach for long-term visual localization based on multi-modality sensors on mobile phones. To overcome the difficulties of image matching in temporally-varying outdoor environments, we propose to leverage additional mobile sensors, mainly GPS, compass and gravity sensors, to assist both image retrieval and pose estimation. We also introduce a new outdoor dataset that provides a variety of mobile sensor data and strong appearance changes between query and reference images. Our method significantly outperforms the state-of-the-art localization methods in terms of both accuracy and time-cost.
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Table 3. **Visual localization results.** Our method is compared with HLoc [50] with different feature matchers and Pixloc [49]. The “Net” and “PnP” times refer to the running time in \( \text{ms} \) of the feature matching and PnP RANSAC processes, respectively. Note that all the methods use the same multi-sensor retrieval method, i.e., OpenIBL+Axis+GPS in Table 2.

<table>
<thead>
<tr>
<th>Retrieval</th>
<th>Day</th>
<th>Night</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o sensor-guided</td>
<td>75.38 / 81.54 / 82.87</td>
<td>57.46 / 62.15 / 64.64</td>
</tr>
<tr>
<td>w sensor-guided</td>
<td>85.28 / 93.02 / 95.05</td>
<td>81.49 / 92.27 / 94.48</td>
</tr>
<tr>
<td>ground-truth</td>
<td>87.44 / 95.81 / 97.27</td>
<td>87.02 / 93.92 / 96.41</td>
</tr>
</tbody>
</table>

Table 4. **Ablation study.** We quantitatively evaluate the influence of image retrieval on \( \text{SensLoc} \).
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