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Abstract

Understanding dense action in videos is a fundamen-
tal challenge towards the generalization of vision models.
Several works show that compositionality is key to achiev-
ing generalization by combining known primitive elements,
especially for handling novel composited structures. Com-
positional temporal grounding is the task of localizing dense
action by using known words combined in novel ways in the
form of novel query sentences for the actual grounding. In
recent works, composition is assumed to be learned from
pairs of whole videos and language embeddings through
large scale self-supervised pre-training. Alternatively, one
can process the video and language into word-level prim-
itive elements, and then only learn fine-grained semantic
correspondences. Both approaches do not consider the gran-
ularity of the compositions, where different query granularity
corresponds to different video segments. Therefore, a good
compositional representation should be sensitive to different
video and query granularity. We propose a method to learn a
coarse-to-fine compositional representation by decomposing
the original query sentence into different granular levels,
and then learning the correct correspondences between the
video and recombined queries through a contrastive rank-
ing constraint. Additionally, we run temporal boundary
prediction in a coarse-to-fine manner for precise ground-
ing boundary detection. Experiments are performed on two
datasets, Charades-CG and ActivityNet-CG, showing the
superior compositional generalizability of our approach.

1. Introduction
Over the last years, robust results have been shown for

the detection of predefined, simpler action classes in video
[11, 38, 41, 48]. On the other hand, the detection of dense ac-
tion, e.g. action contents described by a rich description, still
poses a significant challenge due to the large diversity of pos-
sible language descriptions and semantic associations [16].

* Work done while Lijin Yang was an Intern at Woven by Toyota.

Recent work in this area treats complex actions as monolithic
events via end-to-end predictions [27, 44]. They produce
a single label to densely describe a long video sequence,
and they are difficult to scale up to more varied patterns.
Fundamentally, most complex actions consist of a series of
simpler events, and thus a dense action can be treated as a
composition of known event primitives [13, 25, 26]. Such a
compositional representation can allow for a higher degree
of model generalization. By learning from a finite number of
action composites, and recombining their constituent event
primitives in novel ways for unseen action descriptions, the
representation can expand to large numbers of novel sce-
narios that have not been observed in the original action
space. In this case, the action description is not treated as a
single label but as a language modality that allows to learn
finer-grained video and language correspondence.

The task of temporal video grounding concentrates on the
described setting. Given a video and an action-related query
sentence, the model has to output the start and end times
of the specific moment that semantically corresponds to the
given query sentence.

On top of temporal grounding, Compositional Temporal
Grounding is a new task for testing whether the model can
generalize to sentences that contain novel compositions of
seen words. Several recent methods [12, 47, 50] encode both
sentence and video segments into unstructured global repre-
sentations and then devise specific cross-modal interaction
modules to fuse them for final prediction. Unfortunately,
such global representations fail to explicitly model video
structure and language compositions, and fail for cases where
higher granularity is required. Similar to the above approach
of correspondence learning via global information, compos-
ite representations learn from paired monolithic video and
language respectively, through large-scale self-supervised
pre-training [32]. In either case, the main challenge of utiliz-
ing datasets of limited action size to achieve generalization
towards novel actions remains challenging due to its combi-
natorial complexity.

Differently to the global representation approaches,
VISA [17] introduces a compositional method toward the
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Figure 1. Our proposed method of decomposition and reconstruction of masked words with a coarse-to-fine scheme.

temporal grounding task. They parse video and language
into several primitive elements, and then learn fine-grained
semantic correspondences. Specifically, the composite rep-
resentation is extracted from a graph that is structured with
primitive elements, and these elements serve as a common
representation for vision-language correspondence learning.
However, both the global and compositional approaches dis-
regard the granularity of the action composition during the
learning phase, and can have issues when generalizing to
more varied action spaces.

Based on these considerations, we argue that a good com-
posite representation should be sensitive to different levels
of granularity of both the action and the query language.
We provide an overview of our idea in Fig. 1. Concretely,
we propose to learn a composite representation in a coarse-
to-fine manner, where we first decompose the whole query
sentence into several simple phrases as subsentences, and
then learn correspondences not only globally across query
and video, but also between the subsentences and their re-
lated primitive sequences from the video. Since there is no
ground truth to relate subsentences and their corresponding
sequences, we propose to learn correspondence by decom-
posing and reconstructing them under weak supervision. For
each subsentence as an anchor sample, we generate a tem-
poral proposal and learn the positive representation through
the mining of negative samples.

To structure the overall weak supervision, we mask the
words in a given anchor query, and use the embedding of the
positive and negative query with the related pseudo temporal
segments from the video respectively to do the reconstruc-
tion for the masked words. The negative sample is another
subsentence but includes the words from the other query
action description, to allow the model sensitive to the word
level variation for composition. According to the fact that
the negative subsentence contains the novel word compared
to the positive anchor sub-sentence, we could rank the recon-

struction quality according to the given query sub-sentence
as a natural prior constraint during the training.

Additionally, the ground truth that links the temporal
boundary to the global sentence provides supervision for the
coarse compositional representation. The generated subsen-
tences from the same global query are recombined into a
new sentence that should be as informative as the original
global query, and then this recombined sentence is used with
the original query sentence to estimate the temporal bound-
ary via supervised learning. The whole process is trained
end-to-end.

Our contributions are summarized below:
(i). We argue that a good compositional representation

should be sensitive to action granularity of video and query
language, and propose a coarse-to-fine decomposition ap-
proach to this end.

(ii). To learn a compositional representation without
composite-level labels, we decompose events from global
queries and learn primitive-level correspondences between
video and language with a weakly-supervised contrastive
ranking in form of word-masked reconstruction.

(iii). The decomposed events are recombined to a novel
query along with the original query for temporal boundary
estimation supervised, jointly learned end-to-end way with a
coarse-to-fine structure.

(iv). Experiments on Charades-CG and ActivityNet-
CG [17] demonstrate our method significantly outperforms
existing methods about compositional temporal grounding
tasks.

2. Related Work
Compositional Video Understanding. Some recent

works explore compositional generalization for certain ap-
plications, including image captioning [28, 45, 46], image
recognition [24, 39] visual question answering [5, 8], image
synthesis [19], and zero-shot learning [14, 18, 34]. Also,
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such an approach gained traction for video understanding in
recent years due to the complexity of spatial-temporal infor-
mation, and the difficulty of generalizing supervised models
from monolithic event labels to novel concepts in unseen
video. Hou et al. [10] propose a novel self-compositional
learning framework to demonstrate the effectiveness of the
proposed method for novel Human Object Interaction con-
cept discovery. Action genome [13] provides a represen-
tation that decomposes actions into spatial-temporal scene
graphs and learns the temporal changes in visual relation-
ships that result in an action. They demonstrated increased
performance over monolithic single-label-based supervised
learning with a significant +18 mAP points difference. A
similar prominent gain also has been shown in [25, 26, 31],
demonstrating the high potential for generalizability by ex-
plicitly leveraging compositional structures for video rep-
resentations. Motivated by the promising performance of
compositional generalization on video understanding, we
propose a novel compositional temporal grounding approach
towards natural language sentences in videos to solve dense
action understanding.

Temporal Grounding. Temporal grounding is a task
first proposed by [6]. It focuses on localizing the target
video for a given natural language sentence query. Existing
methods first generate candidate video segments via sliding
windows [6, 22], a proposal network [36, 37] or predefined
anchors [21, 42, 42], and then semantically match each can-
didate with the sentence query. However, both proposal
generation and semantic matching for all regarded proposals
is computationally costly. To discard proposals and increase
efficiency, proposal-free methods encode the video modality
only once and directly model the interaction between each
video frame and the sentence query [2, 3]. As a proposal-
free variant, Hao et al. [9] introduce two auxiliary tasks, i.e.
cross-modal matching and temporal order discrimination, to
steer the training of the grounding model. However, none of
the above methods pay attention to novel query sentences for
grounding. To close the gap between learning from known
sentences and dealing with unknown sentences as novel
queries, Compositional Temporal Grounding is proposed by
VISA [17] with two new benchmarks for novel composi-
tional query tests named Charades-CG and ActivityNet-CG.
In addition to these datasets, VISA proposed a variational
cross-graph reasoning framework that explicitly decomposes
video and language into multiple structured hierarchies and
learns fine-grained semantic correspondence among them.
However, their approach does not consider the granularity
of the composition during the learning process, and focuses
only on the fine-grained level of compositional correspon-
dence learning. Moreover, during testing, the decomposed
information of VISA comes from an external object detector
that is run for the video. This provides model-external onto-
logical knowledge as word-level information that might be
novel to the given query. Differently, we propose a coarse-

to-fine decomposition for varying granularity of primitive
events generated from the given video and language with-
out using any external knowledge to build compositional
factors.

3. Method

Problem formulation and overview. We first present the
problem formulation before going into details of our pro-
posed method. Given a set of N videos {v1, · · · , vN} and
their corresponding query sentences {q1, · · · , qN} that de-
scribe each video, our goal is to ground each sentence to a
specific temporal segment in the video with start timestamps
{st1, · · · , stN} and end timestamps {en1, · · · , enN}.

• Part-of-speech Tagging

“New reporter in blue are 
giving news about people 
cutting dogs’ hair and 
trimming dogs’ nails.”

Verb: give, cut, trim
Noun: reporter,
people,

dog, hair, nail
Adj: blue
Adv: ∅
Prep: about

• Composition sentence by language prompt • Cross-sentence building

“Person completes the action of {Verb} on {Noun}.”

“The video contains {Adj} {Noun}.”

“The person is working on {Verb} {Adv}.”

“The video contains {Adj} {Noun}.”

“The {Noun} is for {Noun}.”

Select one prompt and fill in entity to
build Positive samples

Use entity from another sentence to
build positive and negative samples

Positive subsentences 𝑷:

Compositional subsentences 𝑪:
The person is cutting onion.

Just showing parts of template

Negative subsentences 𝑶:
The person is adding onion.

mainly use the learnable prompt during training

Figure 2. Decomposition process for a query sentence.

The overview of our method is shown in Figure 3. Given
a video v and its corresponding sentence query q, we
first decompose each sentence into k subsentences P =
{p1, · · · , pk} and each subsentences is generated with 2 neg-
ative samples as PN = {pk1, · · · , pkn}, where n ∈ {1, 2}.
To ensure that our decomposed sentences contain the same
information with the original query, we further recompose
the subsentences P as r as another input to the following
modules. The given video v, the original sentence q and the
decomposed sentences set P ∈ Rk and PN ∈ R2k are fed
together into the temporal boundary grounding network, ac-
quiring temporal proposals respectively as T ∈ R3k+2, that
contains each query sentence-related proposal segment clip
from video v (Sec. 3.1). The temporal proposal duration is
represented as Gaussian weights [49] where frame features
within each proposal will be aggregated based on the weight
in the Gaussian curve. We then apply a mask-conditioned
transformer [49] to process the proposed video segments T ,
sentences q, subsentences P and PN , and Gaussian weights
of each temporal proposals T to reconstruct the masked
words in the original sentence q (Sec. 3.4). Finally, we
use contrastive ranking as a constraint for encouraging the
model to learn the coarse-to-fine correspondence between
the global sentence q, subsentences P with its negative sam-
pling set PN , and given video v with its temporal segments
T (Sec. 3.5).

3.1. Sentence decomposition

The key to achieving compositional generalization is to
encourage the model to learn the correspondence between
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Figure 3. Illustration of our coarse-to-fine contrastive ranking. We decompose each query sentence into k subsentences P and construct k
compositional subsentences C and k negative subsentences O. To ensure the decomposed subsentences are highly related to the original
query, we recompose P into r. We predict the temporal boundaries in the video of all the 3k + 1 sentences. We then use the predicted
boundary for masked language reconstruction and encourage the recomposed sentence r to be as informative as the original query sentence,
while the compositional and negative sentences are less informative.

subsentences and primitive events. Since no such correspon-
dence is given as ground truth, we need to learn them in a
weakly-supervised manner. Figure 2 shows one example of
this process.

The first step is to construct the subsentences by sen-
tence decomposition. For a given query sentence qi, we first
conduct a part-of-speech tagging [23] on the sentence qi,
getting the tags (e.g, verb, noun, etc.) of each word. Then
we choose a template from one of the five composition tem-
plates (Verb, Noun), (Adjective, Noun), (Preposition, Noun),
(Noun, Noun), (Verb, Adverb) and fill the template with ran-
domly selected words of the corresponding tag TAG, form-
ing compositional word tuples S = {s1, · · · , sn}. These
composition word tuples are then used to form the subsen-
tences Pi = {p1i , · · · , pki }. Inspired by [51], we use a learn-
able prompt token [w]m (m ∈ {1, · · · ,M}) and append
it in front of each compositional word tuple to form the
subsentences. Specifically, the prompt t given to the text
transformer is designed in the following form:

t = [w]1[w]2 · · · [w]M [TAG]1[TAG]2, (1)

where each [w]m is a vector with the same dimension as word
embeddings for each tagged word. To allow fair comparison
with existing work, we also use GloVe [30] as our word
embedding. M is a hyperparameter specifying the number
of prompt tokens, [w]1[w]2 · · · [w]M are shared among all
word tuples.

To allow the model to learn the temporal grounding from
word-level variance such that novel composition can be bet-
ter performed, we further generate subsentence compositions
of word tuples that do not exist in the training set by mixing
words in si with sj , where si is a word tuple decomposed

from qi, and sj is decomposed from another query sentence
qj . We choose a word from sj , and swap this word with a
word in si with the same tag , to generate novel subsentences
C = {c1, · · · , ck}. C provides each subsentence with com-
position word tuples, such that the words are partially from
Pi and partially from Pj as one kind of negative sample.

We also generate another subsentence set O =
{o1, · · · , ok} where composition word tuples only come
from another query sentence qj and are completely unre-
lated to S. This set will be used to get our second negative
sample. All of these subsentences are used in the latter
steps for learning correspondences between subsentences
and primitive events.

3.2. Recomposition
To make sure our decomposed subsentences are highly

related to the original query, the sentence recombined from
the subsentences should be as informative as the original
query for the temporal grounding. Following this thinking,
we generate a sentence r by recomposing the subsentences
{p1, · · · , pk} ∈ P from query q. This recomposition is
done by a transformer decoder, which takes a set of N learn-
able tokens as its query vector and the concatenation of
{p1, · · · , pk} as the key and value vectors. By this means,
we get a recomposed sentence r with length N .

3.3. Temporal Proposal/Boundary Prediction
We use a transformer-based model to generate a temporal

proposal in T for each input sentence. To be specific, for
sentence query q, we use GloVe [30] following a single-layer
MLP to extract word embeddings and to build a prompt
embedding t ∈ R(m+2)×D, where D is the dimension of
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the embedding. The prompt embedding t is then forwarded
to a text transformer as a feature projector for acquiring
self-attention sentence features for temporal boundary esti-
mation. For video v, we use a pre-trained C3D [33]/I3D [1]
model for extracting the D dimension frame feature fi of
i-th frame within a segment size L, to construct a video
feature F = {fi} ∈ RL×D

i∈L . Then, we append a prediction
token < pred > with dimension D by random initialization
at the end of the video feature F following [50], forming
FT = [F,< pred >]. FT is used as the video features fed to
a vision transformer as a video feature projector. Finally, the
projected text and video features are fed into a cross-modal
attention module to estimate the temporal boundary of the
given query sentence. In the cross-modal attention module,
Query and V alue is t ∈ R(m+2)×D, Key is the transpose
of FT ∈ RL×D, and the resulting feature Fv is used for tem-
poral proposals prediction. We predict the Gaussian proposal
duration center ui ∈ R3k+2 and width di ∈ R3k+2 for each
query sentence/subsentence through a fully-connected layer
activated by a Sigmoid function. Based on the estimated
center and width, we can further acquire the start st and end
en timestamps as below:

st = max((ui − di/2), 0) ∗Duration

en = min((ui − di/2), 1) ∗Duration
(2)

where Duration is the video length. The estimated temporal
boundary timestamp corresponding with the original query
q and the recomposed sentence r are minimized with a L2
regression loss Lreg.

3.4. Mask Reconstruction

The reconstruction of masked words is helpful for ana-
lyzing whether the compositional understanding at the fine-
grained level is good or not. Thus, we randomly replace
30% of the words in the original query q with a < mask >
token and let the mask-conditioned transformer [49] pre-
dict the next word given a prefix of the query and visual
features inside the proposal. The mask-conditioned trans-
former will only use the video features inside each proposal
by multiplying the proposal mask with the attention map
before aggregating contextual information. We then use a
cross-entropy loss to measure the reconstruction quality of
each proposal using the mask-conditioned reconstruction
completion module to reconstruct the original sentence q.

The mask-conditioned transformer uses cross attention,
and so Key and Value are the frame-wise features Fv within
each estimated temporal proposal to be aggregated based on
the weight in the Gaussian curve. Query is the text embed-
ding acquired from the given query sentence/subsentence as
t. The cross-attention feature is then fed to a FC to project
the feature to the word number space for calculating the cross
entropy for the masked word. We denote the cross-entropy
loss of the ground-truth boundary, original query proposals,

compositional subsentence proposals, cross-sentence sub-
sentence proposals, and the irrelevant subsentence proposals
as Lgt,Lq,Lp,Lc, and Lo, respectively, and only use Lgt,
Lq and Lp to learn the reconstruction.

In this way we can measure the semantic relevance be-
tween the proposal and the query, as we assume that the
most-relevant proposal can best reconstruct q using only the
visual features within the proposal.

3.5. Contrastive Ranking

Since we have no ground truth labels for the subsentences,
we design a weakly-supervised method based on contrastive
ranking to learn the similarity between subsentences and
videos. Intuitively, the original query q and the recomposed
sentence r should contain all information that describes a
part of the video v, and the compositional subsentence con-
tains relevant parts of that information as well, thus the
similarity between q, v and between r, v should be larger
than that of pk, v. In the same fashion, the similarity of pk, v
should be larger than the similarity of ck, v, and all the previ-
ous similarities should be larger than o, v since o is irrelevant
to the video v. Based on this idea, we design a contrastive
ranking loss to model this similarity difference. We use cross
entropy logits as an estimate of semantic similarity between
a sentence and its corresponding temporal proposal, so that
this ranking loss can be expressed by:

Lrank =max(Lgt − Lq + h0, 0)

+max(Lq − Lp + h1, 0)

+max(Lp − Lc + h2, 0)

+max(Lc − Lo + h3, 0)

(3)

where L is the cross entropy logits respectively and h is the
hyperparameter to control the threshold of constrastive loss.

3.6. Model training and inference

Our model is jointly optimized by three loss functions:
the regression loss Lreg is a strong supervision signal that
directly supervises the proposal output. The reconstruction
loss Lrec is used to help the model learn how to reconstruct
the query sentence using video features within each proposal,
serving as an estimation of the semantic similarity between a
proposal and a sentence. Lastly, the ranking loss Lrank uses
the relative reconstruction quality to train the model to gen-
erate the most semantically relevant positive proposals for
each subsentence. The full loss function can be represented
as:

L = λregLreg + λrecLrec + λrankLrank, (4)

where λreg , λrec, λrank are hyperparameters for loss balanc-
ing. As for model inference, we take the prediction of the
recomposed sentence r as the final output.
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Method Setting Test-Trivial Novel composition

R1@0.5 R1@0.7 mIoU R1@0.5 R1@0.7 mIoU

WSSL [4] WS 15.33 5.46 18.31 3.61 1.21 8.26
CPL [50] WS 47.28 21.85 42.27 39.11 15.60 35.53
TMN [20] FL 18.75 8.16 19.82 8.68 4.07 10.14
CTRL [7] FL 18.53 8.59 22.03 4.62 0.17 11.21
TSP-PRL [35] FL 39.86 21.07 38.41 16.30 2.04 13.52
VSLNet [43] FL 45.91 19.80 41.63 24.25 11.54 31.43
SCDM [40] FL 46.63 24.17 42.08 27.73 12.25 30.84
2D-TAN [44] FL 48.58 26.49 44.27 30.91 12.23 29.75
LGI [27] FL 49.45 23.80 45.01 29.42 12.73 30.09
DeCo (Ours) FL 58.75 28.71 49.06 47.39 21.06 40.70

VISA [17] FL 53.20 26.52 47.11 45.41 22.71 42.03

Table 1. IoU@{0.5, 0.7} and mIoU results on the Charades-CG Test-trivial and Novel-composition set. The bold numbers represent the
top-1 result. The dark row indicates external detector knowledge. WS: Weakly-supervised learning, FL: Fully-supervised learning.

Method Setting Test-Trivial Novel composition

R1@0.5 R1@0.7 mIoU R1@0.5 R1@0.7 mIoU

WSSL [4] WS 11.03 4.14 15.07 2.89 0.76 7.65
CPL [50] WS 26.53 11.31 32.06 19.49 7.00 26.95
TMN [20] FL 16.82 7.01 17.13 8.74 4.39 10.08
CTRL [7] FL 13.25 4.49 17.51 5.22 1.55 11.21
TSP-PRL [35] FL 34.27 18.80 37.05 14.74 1.43 12.61
SCDM [40] FL 37.86 22.41 40.09 21.32 9.34 28.52
LGI [27] FL 43.56 23.29 41.37 23.21 9.02 27.86
2D-TAN [44] FL 44.50 26.03 42.12 22.80 9.95 28.49
VSLNet [43] FL 39.27 23.12 42.51 20.21 9.18 29.07
DeCo (Ours) FL 43.98 24.25 43.47 27.35 11.66 31.27
LGI [27] + DeCo (Ours) FL 47.38 28.43 46.03 28.69 12.98 32.67

VISA [17] FL 47.13 29.64 44.02 31.51 16.73 35.85

Table 2. IoU@{0.5, 0.7} and mIoU results on the ActivityNet-CG Test-trivial and Novel-composition set. The bold numbers represent the
top-1 result. The dark row indicates external detector knowledge. WS: Weakly-supervised learning, FL: Fully-supervised learning.

4. Experiments

4.1. Implementation Detail

We use PyTorch [29] for our implementation. For a fair
comparison, we follow [27] to use C3D [33] features for
the ActivityNet-CG dataset and the I3D [1] feature for the
Charades-CG dataset. In more detail, the features are ex-
tracted by first downsampling each video by a factor of
8, and we follow [50] by setting the maximum video fea-
ture length as 200. In all experiments, we use the Adam
optimizer [15] with an initial learning rate of 4e-4 for 30
epochs. For loss balancing we empirically set the factors to
λreg = 10, λrec = 1, and λrank = 1. Please refer to the
supplementary material for more implementation details.

4.2. Datasets

To evaluate our method, we conduct experiments on
the newly proposed Charades-CG and ActivityNet-CG
datasets [17]. Each of these two datasets contains a new
testing split of Novel-Composition of the original Charades-
STA [7] and ActivityNet Captions [16] datasets. In the
novel composition test split, each sentence contains one of
the five types of novel compositions, i.e., the constituents
are both observed during training but have never appeared
in the same sentence. We also test on the Test-trivial
split proposed in [17] for a complete comparison. In the
Charades-CG dataset, the number of video-sentence pairs
in the Training / Novel-Composition / Test-Trivial sets is
8281 / 3442 / 3096. The ActivityNet-CG dataset is much
larger, with 36724 / 12028 / 15712 video-sentence pairs in
the Training / Novel-Composition / Test-Trivial sets.
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Configurations Test-Trivial Novel-Composition

R1@0.5 R1@0.7 mIoU R1@0.5 R1@0.7 mIoU

(a) q 50.32 22.67 43.92 40.41 15.66 36.48
(b) gt > q 53.62 25.29 45.46 41.40 17.75 36.62
(c) gt > q, p 52.03 25.16 45.08 40.94 17.49 36.92
(d) gt > q > p 54.20 27.39 47.05 43.64 18.54 38.29
(e) gt > q > p > c 56.59 26.32 47.65 44.25 19.52 39.20
(f) gt > q > p > o 55.94 27.62 47.82 43.99 19.20 38.65
(g) gt > q > p > c, o 57.17 28.36 48.21 45.26 19.58 39.46
(h) gt > q > p > c > o 57.66 28.68 48.47 46.05 20.40 40.14

(h) + recomposition 58.75 28.71 49.06 47.39 21.06 40.70

Table 3. Ablation study for contrastive ranking on Charades-CG dataset
with both Test-Trivial and Novel-Composition setup. q: original query, p:
positive sub-sentence, c: negative sub-sentence (part of the words comes
from another sentence), o: negative sub-sentence (words all come from
another sentence)).

Setting R1@0.5 R1@0.7 mIoU

fixed template 45.61 20.16 39.68
M = 0 43.35 18.30 38.57
M = 2 46.05 20.40 40.14
M = 4 45.99 20.69 39.95
M = 8 45.64 19.55 39.59

M = 2, N = 1 45.26 18.74 39.52
M = 2, N = 2 46.72 18.65 40.32
M = 2, N = 4 47.39 21.06 40.70
M = 2, N = 8 44.33 19.23 39.34

Table 4. Ablation study on the prompt engineering.

4.3. Quantitative Results

The quantitative results are shown in Tables 1 and 2,
respectively. We compare our proposed approach with
other temporal grounding approaches. On the Charades-
CG dataset, it can be observed that the proposed approach
outperforms all the baselines in terms of R1@0.5 and mIoU
scores in both Test-Trivial and Novel-Composition setups.
We believe these performance improvements come from
the usage of contrastive ranking constraints along with the
composition sentence-building scheme, which helps to un-
derstand the correspondence of the video and query sentence
from the perspective of granularity.

On the other hand, when testing on the ActivityNet-CG
dataset, purely adopting the proposed approach outperforms
all the baselines without the compositional design, which
again proves the importance of compositional logic for the
visual grounding tasks.

However, the proposed approach fails to surpass
VISA [17] in the ActivityNet-CG dataset (Table 2). Our
hypothesis is two-fold: (a) VISA adopts external object
detector and action detector to obtain prior instance-level
knowledge, which provides post-decomposition information
thus helps it to understand individual components of seen
compositions during training. (b) The proposed approach
highly relies on the quality of the encoded visual features,
thus it is prone to fail when the visual input is complicated
and novel and unseen samples exist. Please refer to the
supplementary material for further analysis.

Based on the above observation, we further propose a
variant version of our approach, in which we utilize the
LGI-based backbone [27] for the visual feature extraction.
The result is shown in Table 2 and denoted as LGI + DeCo
(Ours). By introducing a better feature extractor, the per-
formance significantly improves and achieves comparable
results compared to VISA [17].

4.4. Ablation Study

4.4.1 Contrastive Ranking

In this subsection, we examine the effectiveness of the pro-
posed contrastive ranking approach by considering different
ranking configurations, and the results are shown in Table. 3.
The observations and the insights from it are discussed in
the following paragraphs:
The performance boost from contrastive ranking. In
this ablation study, we incrementally include more con-
trastive ranking constraints and compare the performance
accordingly. The results can be referred from the rows
(a), (b), (d), (e), (h) in Table 3. It can be observed that
the accuracy increases in both Test-Trivial and Novel-
Composition setups, as we add more ranking constraints
in the training phase, thus proving the effectiveness of the
proposed concept.

Contrastive ranking v.s. sample and augmentation. To
further dive into the rationale behind the performance boost
coming from contrastive ranking, we conducted another set
of experiments. Here, we consider the number of compo-
nents (i.e., the recomposed sentences) to be used for training
with and without the contrastive ranking. The results are
shown in the set of rows (b, c, d) in Table 3. It can be seen
that by simply introducing the composition subsentences
without contrastive ranking we cannot guarantee better per-
formance (i.e., row (c) has worse performance than row
(b)). On the other hand, introducing the composition subsen-
tences along with the concept of contrastive ranking increase
the performance (i.e., row (d) outperforms row (c)). This
hints towards our proposed concept of having advantages for
visual temporal grounding.

4.4.2 Prompt Engineering

Hand-craft prompt template v.s. learnable context
prompt. In our method, we use learnable prompt tokens to
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formulate the subsentences from compositional word tuples.
Here we test their effectiveness by comparing the perfor-
mance between using learnable prompt tokens and using
hand-crafted prompt templates. The result is shown in Ta-
ble 4, where the first row indicate the performance using a
fixed prompt template, while the other rows show the results
of different number of learnable prompt tokens. In the upper
block, the tokens are used for both sentence decomposition
(Sec. 3.1) and recomposition (Sec. 3.2), while in the lower
block different learnable tokens are used for decomposition
and recomposition. As can be seen from the Table, fixing
a hand-crafted prompt template performs comparably well
against using one type of template only (upper block of Ta-
ble 4), but does not perform as well as using two types of
learnable prompts (lower block of Table 4).

Ablation on the number of M and N . Following [51], we
find that learnable prompt context can work better than hand-
craft prompt template while eliminating the need of detailed
template design. We further test the performance of varying-
length learnable context prompts by changing M . As can
be seen in Table 4, the model can achieve best performance
when M = 2, and the performance decreases when the
number of M increases. We argue that M = 2 is enough
for learning the context of the two-words composition. After
fixing M , we also test the length of N in learnable token used
during recomposition and set N = 4 for both ActivityNet-
CG and Charades-CG datasets.

4.5. Qualitative Results
Effectiveness of contrastive ranking. We visualize two
qualitative examples of grounding results by our model with-
out and with proposed contrastive ranking loss in Figure 4.
Since the composition “turns on a light” is novel and has
never been seen in the training set, the model without con-
trastive ranking loss lacks composition generalizability and
the predicted temporal boundary is far from the ground-truth
results (example (a)). For example (b) we can see that “puts
some cloth” is manageable by the model without contrastive
ranking can also give general grounding results, as it is closer
to the composition available in the training set (such as “put
cup”), but fails to generate accurate start/end predictions.
However, by taking advantage of multi-granularity decom-
position as well as contrastive ranking, the model with con-
trastive loss can better understand the primitive knowledge
of words “put” and “clothes”, and thus predict the temporal
boundary accurately.
Effectiveness of sentence recomposition. To qualitatively
show the effectiveness of the subsentence recomposition,
in Figure 5 we show the temporal boundary prediction re-
sults generated by the original query sentence (light blue)
and our recomposed sentence r (orange). As shown in Fig-
ure 5 (a) and (b), the temporal boundary predicted by the
recomposed sentence can achieve better performance than
that with the original query sentence as input. From these

Query: person turns on a light

0.0s 3.8s

GT

Ours w/o. ranking

Ours w. ranking

13.3s 23.6s

12.4s 22.8s

11.8s

GT
Ours w/o. ranking

11.8s 27.4s

Ours w. ranking
0.0s 4.5s

Query: person puts some clothes on a bench.

(a)

(b)

Figure 4. Qualitative examples of the ground truth (GT), Ours
(without contrastive ranking), and Ours (with contrastive ranking).
Examples are from the Charades-CG dataset.

Query:a person is sitting in front of a computer sneezing.

GT

Ours (Recomposition)

Ours (query)

17.5s 29.9s

14.6s 25.1s

16.10s 26.5s

Query:person takes a picture if something on a shelf.

GT

Ours (Recomposition)

Ours (query)

11.6s 17.2s

14.6s 25.1s

11.4s 17.2s

(a)

(b)

Figure 5. Qualitative examples of the ground truth (GT), Ours (with
the query as input), and Ours (with the recomposed sentence r as
input). Examples are from the Charades-CG dataset.

cases, we can clearly see that the recomposed sentence can
summarize the knowledge in all of the subsentences, which
is as informative as the original query sentence to accurately
ground the boundary in the video. Also, the decomposition-
recomposition operation can help the model to better under-
stand the contribution of each subsentence, and thus generate
even more accurate results than using the original query sen-
tence.

5. Conclusions

We propose DeCo, a novel method for compositional tem-
poral grounding. Our method tries to learn a good composite
representation sensitive to different granularity levels of both
video and language, by decomposing and recomposing query
sentences while learning the vision-language correspondence
via coarse-to-fine contrastive ranking. Experiments show the
outstanding performance of our method.
Acknowledgement This work was supported by JST SPRING,
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