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Abstract

Despite the significant recent progress made on 3D point cloud semantic segmentation, the current methods require training data for all classes at once, and are not suitable for real-life scenarios where new categories are being continuously discovered. Substantial memory storage and expensive re-training is required to update the model to sequentially arriving data for new concepts. In this paper, to continually learn new categories using previous knowledge, we introduce class-incremental semantic segmentation of 3D point cloud. Unlike 2D images, 3D point clouds are disordered and unstructured, making it difficult to store and transfer knowledge especially when the previous data is not available. We further face the challenge of semantic shift, where previous/future classes are indiscriminately collapsed and treated as the background in the current step, causing a dramatic performance drop on past classes. We exploit the structure of point cloud and propose two strategies to address these challenges. First, we design a geometry-aware distillation module that transfers point-wise feature associations in terms of their geometric characteristics. To counter forgetting caused by the semantic shift, we further develop an uncertainty-aware pseudo-labelling scheme that eliminates noise in uncertain pseudo-labels by label propagation within a local neighborhood. Our extensive experiments on S3DIS and ScanNet in a class-incremental setting show impressive results comparable to the joint training strategy (upper bound). Code is available at: https://github.com/leolyj/3DPC-CISS

1. Introduction

The semantic segmentation of 3D point cloud plays a crucial role in applications such as virtual reality, robotics and autonomous vehicles. In recent years, a number of point cloud segmentation methods [16, 28, 29, 38, 39, 45] have achieved remarkable performance in the traditional setting where all classes are learned at once. Nevertheless, new categories are gradually discovered in real-life scenarios, and updating the model to cater for these new categories requires large memory storage and expensive re-training. In such situations, as illustrated in Fig. 1, class-incremental learning provides a promising paradigm, since it enables progressively learning novel knowledge in an efficient manner while preserving the previous capabilities.

The existing research on class-incremental learning is mostly on 2D image classification [17,19,21,32] with some efforts extended to RGB semantic segmentation [3,4,10,41]. These methods employ a strategy based upon regularization [11,19,44], rehearsal/replay [2,17,24,32,35] or knowledge distillation [8,20,21] to preserve previous knowledge. At present, only a few works have investigated...
3D point clouds based incremental learning for classification [5, 6, 9, 22, 43]. They focus on the classification of an individual object and extend 2D methods to 3D. Unlike classification which only considers a single object (not the scene with multiple objects), continually learning to segment 3D point cloud in complex scenes introduces multiple new challenges and has not been previously studied.

3D point clouds are disordered and unstructured, which makes it difficult to preserve previous knowledge and results in catastrophic forgetting [13, 33, 36]. This specifically becomes pronounced when old data is not available. We further observe that the 3D class-incremental segmentation faces the phenomenon of semantic shift, where the points belonging to old classes are indiscriminately collapsed into background during the current learning step. The semantic shift further suppresses the capability of the model to recognize old categories, thus exacerbating forgetting.

In this paper, we are the first to propose a class-incremental learning approach for 3D point cloud semantic segmentation. To prevent forgetting caused by unstructured point clouds, we design a Geometry-aware Feature-relation Transfer (GFT) strategy to transfer the structural relationships among point features. Moreover, to address the semantic shift issue, we assign uncertainty-aware pseudo-labels to the background points. Different from the conventional approaches, where pseudo-labels are directly obtained from the old model, we estimate uncertainties according to the distribution characteristics of points, and leverage the neighborhood information to propagate labels from low to high uncertainties. Our Uncertainty-aware Pseudo-label Generation (UPG), therefore, assists in eliminating the influence of noisy labels and helps tackle the semantic shift issue. Note that our approach does not involve any rehearsal or memory replay buffer to store old data or its annotations during the incremental process. We show promises of our approach through comprehensive evaluations on benchmarks defined on public datasets i.e., S3DIS [1] and ScanNet [7]. Our key contributions are:

- A class-incremental learning framework for 3D point cloud semantic segmentation, to sequentially adapt to new classes from previous acquired knowledge.
- To transfer previous knowledge and prevent forgetting caused by unstructured nature of the point clouds, we propose a Geometry-aware Feature-relation Transfer (GFT) module that captures the point-wise feature relations based on the geometric information.
- To tackle the semantic shift issue where old classes are indiscriminately collapsed into the background, we design an Uncertainty-aware Pseudo-label Generation (UPG) strategy to enhance pseudo-labelling quality and thus provide effective guidance for old classes.
- Compared with several baselines on multiple benchmarks, our approach achieves promising results for 3D class-incremental semantic segmentation, closer to the joint training (upper bound) using all data at once.

2. Related Works

Incremental learning [30] enables the model to learn new knowledge e.g., new classes (class-incremental), new tasks (task-incremental) or new domains (domain-incremental), while retaining the previously learned information. Since task-incremental and domain-incremental can be regarded as a simplified version of the more challenging class incremental setup, we mainly focus on class-incremental methods. Below, we touch upon RGB image based class-incremental learning methods for 2D classification, and semantic segmentation, followed by discussion on incremental learning approaches for 3D point cloud data.

Class-Incremental learning. We can broadly categorize the existing approaches on image classification into the following families: (a) regularization-based methods [11, 19, 44] that avoid catastrophic forgetting by imposing constraints on the previously learned parameters while updating on new classes. (b) distillation-based methods [8, 20, 21] that transfer the knowledge acquired from previous models to new tasks by knowledge distillation from the previous temporal checkpoint. (c) rehearsal/replay-based methods [2, 17, 24, 32, 35] that define a memory budget to store data instances/features from the previous classes as exemplars, or employ a generative model to synthesize the information related to the previous tasks, and then use these exemplars to rehearse the previously acquired knowledge. (d) Parameter-isolation-based methods [12, 23, 31, 34, 42] that define different sub-networks or paths to prevent the interference of previously learned knowledge on new tasks by separating the parameters between different tasks.

Class-Incremental Segmentation on 2D Images. Recent efforts [3, 4, 10, 25, 26, 41] extend the traditional 2D image segmentation to class-incremental setting. Cerrelli et al. [4] propose a knowledge distillation loss and a modified cross-entropy loss of background pixels to reduce forgetting on previous knowledge. [10] adopts a multi-scale pooling for distillation and entropy-based pseudo-labeling to transfer knowledge of the old classes. Recently, [41] proposes an uncertainty-aware contrastive distillation approach with impressive results. Class-incremental semantic segmentation is also studied in weakly supervised setting to alleviate the expensive and time-consuming pixel-level labeling in [3].

Class-Incremental Learning on 3D Point Cloud. Different from 2D images, class-incremental learning on 3D point cloud has only recently been tackled, with main focus on classification [5, 6, 9, 22, 43]. [9] proposes a geometric attention mechanism to prevent forgetting caused by redundant geometric information. For distillation, shared point-knowledge memory attention is explored in [22] while
[6] develops a 3D distillation method. Memory replay using exemplars is explored in [43]. [5] study few-shot class-incremental learning for 3D classification. Further, a teacher-student architecture [46] is developed to overcome co-occurrence challenges. Despite considerable efforts, fine-grained 3D class-incremental segmentation remains an unexplored area beyond the traditional offline 3D segmentation [16, 28, 29]. Class-incremental segmentation remains an unexplored area at inference time. The structure of segmentation model is Y sections, we will detail the components of the network.

3. Methodology

3.1. Problem Formulation

Let's define a dataset D containing a set of (P, L) pairs, where P ∈ R^3+F represents the input 3D point cloud with xyz coordinates and F-dimensional features (e.g., rgb color etc.), and L contains corresponding point-wise labels. In the 3D class-incremental semantic segmentation task, C_{base} and C_{novel} are two disjoint class sets (i.e., C_{base} ∩ C_{novel} = ∅), with corresponding D_{base} and D_{novel} data available respectively. Our goal is to train an incremental model using only the D_{novel} data, based on a pre-trained model on D_{base}, which recognizes both the base and novel classes at inference time. The structure of segmentation model is defined as the combination of feature extractor E(·) and classifier Y(·). As shown in Fig. 2, the basic steps for class-incremental segmentation on 3D point cloud can be summarized as: (a) Train the base model (feature extractor E_{b} and classifier Y_{b}, denoted as base/old model M_{base}) on D_{base}. (b) Use the pre-trained base model to initialize a new model and randomly initialize the last layer of new classifier Y_{n} (denoted as novel model M_{novel}), and train on D_{novel} data. (c) Apply novel model M_{novel} to segment point clouds of all C_{base}+C_{novel} classes in the evaluation phase.

Fig. 3 illustrates the overall schematics of our framework, which completes the 3D class-incremental segmentation without requiring any previous data or annotations. In base M_{base} training, we adopt the DGCNN [38] as our backbone network, which constructs a dynamic graph to obtain and fuse both global semantic and local EdgeConv features. In the novel model M_{novel} training, we apply the Geometry-aware Feature-relation Transfer (GFT) module to perform base-to-novel knowledge distillation, so as to maximize the retention of previous information. Moreover, we employ our proposed Uncertainty-aware Pseudo-label Generation (UPG) strategy to synthesize pseudo labels of old categories, which will be combined with the current new class labels to assist M_{novel} training. In the following sections, we will detail the components of the network.

![Figure 2. The basic steps of class-incremental segmentation on 3D point cloud. (a) E_{b} and Y_{b} denotes the feature extractor and classifier of the base model M_{base} respectively. (b) E_{n} and Y_{n} represents the novel feature extractor initialized by E_{b} and classifier respectively. (c) After training M_{novel} on D_{novel} data, the model can predict both base and novel classes in the inference.](image)

3.2. Geometry-aware Feature-relation Transfer

For our approach, we do not have access to previous data, or exemplar point clouds from previously encountered categories for replay. In order to tackle catastrophic forgetting that can cause significant performance degradation on old classes, we model the point-wise relative relationships within the geometric neighbors for transfer to retain knowledge learned on previous classes. We argue that the geometry-aware feature relation is discriminative for various semantic categories, and can be exploited to migrate information while learning continually.

Let P_{n} ∈ D_{novel} be the current input point cloud of novel classes with S points. We define features extracted by E (including E_{b} for base, E_{n} for novel model) of P_{n}, as F_{n} = E(P_{n}). E is implemented using DGCNN [38], which extracts feature F_{n} by aggregating both global semantic and local EdgeConv features. To model the geometry of the point cloud, we first apply the Farthest Point Sampling (FPS) [29] on the input point cloud to uniformly sample r-proportional points (the number is Z = ⌊r*S⌋ as anchors {P_{n}^{a}_{i}}_{i=1}^Z). We calculate the L_2 distance between each point and anchors using xyz coordinates, and apply KNN to sample the nearest K points P_{n}^{a,k}, k ∈ N(a) to form areas reflecting the local geometric structures. On this basis, we represent the point-wise relative relationships R_{a} within the geometric neighbors, which carry the crucial structured knowledge for migration and can be formulated as:

\[ R_{a} = \frac{1}{K} \sum_{k \in N(a)} (p_{n}^{a,k} - p_{n}^{a}) \oplus (F_{n}^{a,k} - F_{n}^{a}), \]  

where p_{n} are the xyz coordinates of points in P_{n}, \oplus indicates the concatenation operation. The feature relation on P_{n} of the base and novel model can be expressed as R_{b}^{a} and R_{n}^{a} respectively. We perform base-to-novel feature relation distillation via simple MSE loss:

\[ L_{trans} = \frac{1}{Z} \sum_{a=1}^{Z} ||R_{novel}^{a} - R_{base}^{a}||^2. \]

Using this distillation scheme, the structural and semantic knowledge contained in the old model is transferred to the new one, and helps prevent catastrophic forgetting.
3.3. Uncertainty-aware Pseudo-label Generation

Since labels for points of base categories $C_{base}$ are not available during incremental learning process, they will be treated as an undifferentiated "background" class while updating the model on the $D_{novel}$. However, these points belonging to old classes have significantly varying semantic representations. If left unresolved, the novel model becomes biased towards the newly added classes and ignore old ones, thus giving rise to the semantic shift issue that exacerbates forgetting. A naive way to deal with semantic shift is to use the pseudo labels assigned by the old model. However, such pseudo labels are usually inaccurate and have high uncertainty, which leads to training instability. Therefore, we propose uncertainty-aware pseudo labeling (see Fig. 3) refines highly uncertain noisy labels by neighbors label propagation.

When input a novel point cloud $P_n \in D_{novel}$, the predicted class probabilities of the base and novel model can be respectively expressed as $Q^V_{base} = M_{base}(P_n)$ and $Q^G_{novel} = M_{novel}(P_n)$. $V$ and $G$ denotes the number of $C_{base} + 1$ and $C_{novel} + 1$, i.e., the total number of semantic classes plus a "background" class. Different from the traditional Monte Carlo Dropout (MC-Dropout) method [14], which performs multiple predictions to estimate uncertainty, we apply neighborhood spatial aggregation method combined with MC-dropout to complete the estimation of the point distribution uncertainty at once, which is based on space-dependent sampling and has been demonstrated to be effective in [27]. We first define the set $\{p_n, p_n^1, ..., p_n^i, ..., p_n^S\}$ as $xyz$ positions of point cloud $P_n$, and do K-Nearest Neighbors (KNN) search to get $T$ neighbors of each point $p_n^i, i = 1, 2, ..., S$ as $p_n^{i,t}, t \in N(i)$ based on $xyz$ coordinates. We adopt Bayesian Active Learning by Disagreement (BALD) [15] as our spatial sampling uncertainty estimation function on point cloud, as follows:

$$\mathcal{U}_n = -\sum_c \left[ \frac{1}{T} \sum_t q(y_n^i = c|P_n^i, \omega_t) \log \left( \frac{1}{T} \sum_t q(y_n^i = c|P_n^i, \omega_t) \right) \right]$$

where $y_n^i$ represents the predicted label for $P_n^i$ of class $c$, $\omega_t$ denotes the Bernoulli distribution over the weights of the neighboring points distribution, $q$ represents the conditional probabilities. We calculate the normalized cosine similarity between coordinates $p_n^{i,t}, t \in N(i)$ and $p_n^{i}$ to implement $\omega_t$.
which can be denoted as \( \sigma_i^t \). Finally, the uncertainty of each point of base model output on \( \mathbf{P}_n \) is given as:

\[
U_n^t = -\sum_c \left[ \frac{1}{T} \sum_t Q_{\text{base}}^{i,c} * \sigma_n^t \right] \log(\frac{1}{T} \sum_t Q_{\text{base}}^{i,c} * \sigma_n^t) + \frac{1}{T} \sum_{c,t} (Q_{\text{base}}^{i,c} * \sigma_n^t) \log(Q_{\text{base}}^{i,c} * \sigma_n^t).
\] (4)

After obtaining the uncertainty by Eq. (4), we set \( \tau \) as the threshold to determine the points with the high or low uncertainty. We argue that the predicted labels of points are usually inaccurate leading to noise in generated pseudo labels. To provide better guidance to novel model, we aim to eliminate the uncertainty to refine the pseudo-labels quality. We observe that for a point on point cloud, the points in its local neighbors are more likely to have the same semantic representations. Therefore, for a point with high uncertainty, our strategy is to replace its prediction with the label of its nearest neighbor having the low uncertainty. Thus, the pseudo labels generated by the base model for input point cloud \( \mathbf{P}_n \) will be combined with the current novel class labels \( \mathbf{L}_n^t \) to form the mixed labels \( \mathbf{H}_n^t \) for novel model training:

\[
\mathbf{H}_n^t = \begin{cases} 
\arg\max_c Q_{\text{base}}^{i,c} & \mathbf{L}_n^t = c'_{bg}, \arg\max_c Q_{\text{base}}^{i,c} \neq c_{bg} \text{ and } U_n^t \leq \tau, \\
\arg\max_c Q_{\text{base}}^{i,c} & \mathbf{L}_n^t = c'_{bg}, \arg\max_c Q_{\text{base}}^{i,c} = c_{bg} \text{ or } U_n^t > \tau, \\
\mathbf{L}_n^t & \mathbf{L}_n^t \neq c'_{bg}, \\
\text{ignore} & \text{otherwise},
\end{cases}
\] (5)

where \( c_{bg} \) and \( c'_{bg} \) denote a "background" class other than the \( C_{\text{base}} \) and \( C_{\text{novel}} \) semantic classes respectively. \( c \in \{C_{\text{base}} \cup C_{\text{bg}}\}, Q_{\text{base}}^{i,c} \) represent a nearest point \( t \) among \( T \) neighbor points for which \( Q_{\text{base}}^{i,c} \neq c_{bg} \) and \( U_n^t \leq \tau \). It is worth noting that we ignore part of the labels, for which the predicted probabilities of both the current point \( \mathbf{P}_n \) and its neighbors \( \mathbf{P}_{n^t} \), \( t \in N(i) \) have high uncertainty. Although these point labels are relatively few, they still have an adverse impact on the results due to significant noise content. Finally, the cross-entropy segmentation loss is constructed between the novel model output and mixed label \( \mathbf{H}_n^t \):

\[
\mathcal{L}_{\text{seg}} = -\sum_i \sum_{\hat{c}} \mathbf{H}_n^t \log(Q_{\text{novel}}^{i,\hat{c}}),
\] (6)

where \( i \in S, \hat{c} \in \{C_{\text{base}} \cup C_{\text{novel}}\} \). Base on above approach, the output of the base model will guide the novel model training to overcome the effects of semantic shift.

3.4 Network Training and Inference

We first train the base model \( E_b \) and \( Y_b \) using the cross-entropy on input base point cloud \( \mathbf{P}_b \) and its labels \( \mathbf{L}_b \):

\[
\mathcal{L}_{\text{base}} = -\sum_i \sum_c \mathbf{L}_b^t \log(Y_b^c(E_b(\mathbf{P}_b)))
\] (7)

where \( i \in S, c \in \{C_{\text{base}} \cup C_{\text{bg}}\} \) denotes the semantic base classes plus a "background" class. To train the novel model, we optimize the last layer of \( Y_n \) and fine-tune the rest part by minimizing the feature relation distillation loss based on geometric structure and the segmentation loss based on mixed labels (novel ground-truths and pseudo-labels). The total loss is:

\[
\mathcal{L}_{\text{novel}} = \mathcal{L}_{\text{seg}} + \mathcal{L}_{\text{trans}}.
\] (8)

At inference time, our model is able to predict both old and new categories \( i.e., \), given a point cloud \( \mathbf{P} \) as input, the novel model \( \mathcal{M}_{\text{novel}} \) will predict the category \( \hat{c} \) such that \( \hat{c} \in \{C_{\text{base}} \cup C_{\text{novel}}\}, \arg\max_{\hat{c}} Y_n^\hat{c}(E_n(\mathbf{P})) \).

4. Experiments

4.1 Datasets and Setup

Datasets. We evaluate our method on two existing public benchmarks S3DIS [1] and ScanNet [7]. (a) S3DIS contains point clouds from 272 rooms in 6 indoor areas. Each point contains xyz coordinates and RGB information, and is labelled with one of 13 classes. We use the more challenging area 5 as validation and the other areas as training. (b) ScanNet is an RGB-D video dataset having 1,513 scans in 707 indoor scenes. Each point is labelled with one of 21 classes (20 semantic classes and unannotated place). The 1210 scans in the dataset are used for training and other 312 scans for validation. For the training and validation splits, we follow the standard setting of datasets [1, 7] for point cloud semantic segmentation [28, 29, 39].

Setup. We follow and use the common disjoint setting [4] in 2D class-incremental segmentation, where the incremental training includes the old and current classes of point cloud, but not the future classes. In order to construct the 3D datasets to satisfy the requirements of 3D class-incremental segmentation, we adopt two paradigms to develop \( C_{\text{base}} \) and \( C_{\text{novel}} \). One (\( S^0 \)) where classes are incrementally introduced as per their original class label order in the dataset, and the other (\( S^1 \)) introduces classes in an alphabetical order. Details are provided in the supplementary materials. In the experiments, the number of novel classes \( C_{\text{novel}} \) is set to 5, 3 and 1 respectively.

For 3D point clouds, we apply a sliding window [29, 38] to divide the rooms of S3DIS and ScanNet into 7,547 and 36,350 1m×1m blocks respectively, and randomly sample 2048 points in each block as input. \( D_{\text{base}} \) consists of point cloud blocks containing at least 100 points for any classes in \( C_{\text{base}} \), but ignore the \( C_{\text{novel}} \) annotations. We follow a similar process to construct \( D_{\text{novel}} \). It is worth noting that the same point cloud may appear in both \( D_{\text{base}} \) and \( D_{\text{novel}} \), but they have different available annotations as per the training phase. We use the common mean intersection-over-union.
Table 1. Experimental comparisons of 3D class-incremental segmentation methods on S3DIS dataset of $S^0$ and $S^1$ split. We apply the mIoU (%) as the evaluation metric. “BT”, “F&A”, “FT” in the table represents Base Training, Freeze and Add, Fine-Tuning respectively. “JT” denotes Joint Training on all base+novel classes at once. Asterisk (*) denotes traditional class-incremental methods EWC [19] and LwF [21] in our reproduction for 3D semantic segmentation. The joint training is treated as the upper bound, and the best results of incremental learning methods are in bold.

<table>
<thead>
<tr>
<th>Methods</th>
<th>$C_{novel}=5$</th>
<th>$C_{novel}=3$</th>
<th>$C_{novel}=1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$S^0$</td>
<td>$S^1$</td>
<td>$S^0$</td>
</tr>
<tr>
<td>BT</td>
<td>48.54 - -</td>
<td>46.80 - -</td>
<td>40.73 - -</td>
</tr>
<tr>
<td>F&amp;A</td>
<td>44.25 12.33 31.98</td>
<td>37.71 42.89 39.44</td>
<td>44.28 3.34 34.83</td>
</tr>
<tr>
<td>FT</td>
<td>34.96 30.25 33.15</td>
<td>10.99 50.67 26.53</td>
<td>28.87 31.56 29.49</td>
</tr>
<tr>
<td>EWC*</td>
<td>39.38 31.07 36.19</td>
<td>23.19 54.84 35.36</td>
<td>37.13 37.92 37.31</td>
</tr>
<tr>
<td>LwF*</td>
<td>44.55 35.01 40.88</td>
<td>32.83 55.19 41.43</td>
<td>43.07 38.34 41.98</td>
</tr>
<tr>
<td>Ours</td>
<td>48.94 39.56 45.33</td>
<td>38.17 55.20 44.72</td>
<td>45.15 45.33 45.19</td>
</tr>
</tbody>
</table>

Table 2. Experimental comparisons of 3D class-incremental segmentation methods on ScanNet dataset of $S^0$ and $S^1$ split. We apply the mIoU (%) as the evaluation metric. “JT” denotes Joint Training on all base+novel classes at once. Asterisk (*) denotes traditional class-incremental methods EWC [19] and LwF [21] in our reproduction for 3D semantic segmentation. The joint training is treated as the upper bound, and the best results of incremental learning methods are in bold.

<table>
<thead>
<tr>
<th>Methods</th>
<th>$C_{novel}=5$</th>
<th>$C_{novel}=3$</th>
<th>$C_{novel}=1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$S^0$</td>
<td>$S^1$</td>
<td>$S^0$</td>
</tr>
<tr>
<td>BT</td>
<td>37.73 - -</td>
<td>34.03 - -</td>
<td>30.84 - -</td>
</tr>
<tr>
<td>F&amp;A</td>
<td>36.06 1.77 27.48</td>
<td>25.25 18.72 23.62</td>
<td>32.58 0.86 27.82</td>
</tr>
<tr>
<td>FT</td>
<td>9.39 13.65 10.45</td>
<td>5.83 34.03 12.88</td>
<td>8.43 10.98 8.82</td>
</tr>
<tr>
<td>EWC*</td>
<td>17.75 13.22 16.62</td>
<td>14.93 33.30 19.52</td>
<td>15.70 11.74 15.11</td>
</tr>
</tbody>
</table>

| JT      | 38.13 16.63 32.76 | 30.81 38.79 32.81 | 35.46 17.44 32.76 | 31.65 39.38 32.81 | 33.53 18.08 32.76 | 32.91 30.76 32.81 |

(mIoU) as the evaluation metric. In our settings, we calculate the mIoU after the last incremental step for base classes $C_{base}$, novel classes $C_{novel}$ and all classes $C_{all}$ respectively.

4.2 Implementation Details and Baselines

Implementation details. We use DGCNN [38] as the feature extractor and train the model both on $D_{base}$ and $D_{novel}$ using a batch size 32 and Adam optimizer [18] with initial 0.001 learning rate and 0.0001 weight decay for 100 epochs. After 50 epochs, the learning rate decays by 0.5. For incremental training on $D_{novel}$, the new classes weights in classifier $Y(\cdot)$ are randomly initialized while the rest are initialized with the pre-trained model’s weights on the base classes. We empirically select the nearest neighbors $K=12$ and $T=12$, we further set uncertainty threshold $\tau$ to 0.0065 and 0.0045 for S3DIS and ScanNet via cross-validation respectively. The $r$ is set to 0.25. The point clouds used in the training are augmented by gaussian jitter and random rotation around the z-axis.

Baselines. To compare our approach, we design 4 baseline methods in 2 directions: 1) Direct adaptation methods. Inspired by [46], we use the “Freeze and Add” and “Fine-Tuning” methods. The former freezes the base model and adds a novel classifier output layer when training on the $D_{novel}$, while the latter randomly initializes the new classifier last layer and joins the base model for fine-tuning. 2) Forgetting-prevention methods. We adapt Elastic Weight Consolidation (EWC) [19] and Learning without Forgetting (LwF) [21] from classical incremental learning models to 3D point cloud incremental segmentation setting. All the above models do not involve the rehearsal or replay of old samples. Additionally, the model jointly trained on all classes is treated as the performance upper bound.

4.3 Experimental Results

Comparison with baselines. Tab. 1 ~ Tab. 2 show the performance of our method versus baselines on $S^0$ and $S^1$ split of S3DIS and ScanNet datasets. Under different $C_{novel}$ settings, we report the mIoU on the old and the new classes after incremental learning (e.g. the old 0-7 and the new 8-
Observing that the results of the two direct adaptation methods are relatively unbalanced. For the freeze and add, while the performance on $C_{base}$ is maintained due to the frozen base model, it is difficult to adapt to the new classes, resulting in poor performance on $C_{novel}$. The other fine-tuning method learns new classes by updating the parameters of both base feature extractor and the randomly initialized new classifier. Nevertheless, due to the lack of any measures to prevent forgetting, large degradation occurs in $C_{base}$. Since the adapted EWC [19] method introduces the weight regularization loss which restricts the modification of important weights for previous tasks, it can reduce the forgetting of the old tasks compared with fine-tuning. Meanwhile, LwF [21] leverages the output probability of previous model to guide the new classes learning, thus alleviating forgetting. Considering the overall mIoU, our method consistently achieves the best results on all the datasets. We note that our method is only 1.64% lower than joint training on S3DIS dataset and 3.78% on ScanNet dataset of $S^0$ split of $C_{novel}=5$. In addition, it is worth noting that our method is slightly lower than LwF on novel classes of ScanNet in $S^1$ split. It may be due to the fact that we introduce more constraints to preserve the old information. Fig. 4 shows the qualitative comparison of our method with EWC and LwF. Our approach strikes a balance between keeping the knowledge of base classes and learning the novel classes.

**Comparison by changing the classes order.** To study if the order of classes effects the results, we conduct several experiments on different splits (*i.e., $S^0$ and $S^1$*). By comparing $S^0$ and $S^1$ results in Tab. 1 and Tab. 2, we can notice that, for the non-incremental joint training baseline, there is no difference in the performance since it is trained with all the labeled data at once. But for other incremental methods, the overall performance variations are observed, especially in $C_{novel}=1$ on S3DIS dataset. The overall performance of our model varies *e.g.* 43.43% ($S^0$) and 38.71% ($S^1$). These experiments suggest that the initial knowledge learned on the base classes has an impact on the subsequently introduced classes while learning incrementally. Nevertheless, amongst compared incremental learning approaches, our method still achieves the best mIoU under different orders of classes.

**4.4. Ablation Study**

**Individual contributions of different modules.** Tab. 3 shows contributions of proposed modules on S3DIS ($S^1$) and ScanNet ($S^0$). FT, GFT and UPG represent Fine-Tuning, Geometry-aware Feature-relation Transfer and Uncertainty-aware Pseudo-label Generation. mIoU (%) used as the metric.

<table>
<thead>
<tr>
<th>FT</th>
<th>GFT</th>
<th>UPG</th>
<th>S3DIS ($S^1$)</th>
<th>ScanNet ($S^0$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>0-7</td>
<td>8-12</td>
</tr>
<tr>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>14.86</td>
<td>53.33</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>35.12</td>
<td>55.18</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>38.17</td>
<td>55.20</td>
</tr>
</tbody>
</table>

12 with $C_{novel}=5$ on S3DIS dataset). From the tables, we observe that the results of the two direct adaptation methods are relatively unbalanced. For the freeze and add, while the performance on $C_{base}$ is maintained due to the frozen base model, it is difficult to adapt to the new classes, resulting in poor performance on $C_{novel}$. The other fine-tuning method learns new classes by updating the parameters of both base feature extractor and the randomly initialized new classifier. Nevertheless, due to the lack of any measures to prevent forgetting, large degradation occurs in $C_{base}$. Since the adapted EWC [19] method introduces the weight regularization loss which restricts the modification of important weights for previous tasks, it can reduce the forgetting of the old tasks compared with fine-tuning. Meanwhile, LwF [21] leverages the output probability of previous model to guide the new classes learning, thus alleviating forgetting. Considering the overall mIoU, our method consistently achieves the best results on all the datasets. We note that our method is only 1.64% lower than joint training on S3DIS dataset and 3.78% on ScanNet dataset of $S^0$ split of $C_{novel}=5$. In addition, it is worth noting that our method is slightly lower than LwF on novel classes of ScanNet in $S^1$ split. It may be due to the fact that we introduce more constraints to preserve the old information. Fig. 4 shows the qualitative comparison of our method with EWC and LwF. Our approach strikes a balance between keeping the knowledge of base classes and learning the novel classes.

**Comparison by changing the classes order.** To study if the order of classes effects the results, we conduct several experiments on different splits (*i.e., $S^0$ and $S^1$*). By comparing $S^0$ and $S^1$ results in Tab. 1 and Tab. 2, we can notice that, for the non-incremental joint training baseline, there is no difference in the performance since it is trained with all the labeled data at once. But for other incremental methods, the overall performance variations are observed, especially in $C_{novel}=1$ on S3DIS dataset. The overall performance of our model varies *e.g.* 43.43% ($S^0$) and 38.71% ($S^1$). These experiments suggest that the initial knowledge learned on the base classes has an impact on the subsequently introduced classes while learning incrementally. Nevertheless, amongst compared incremental learning approaches, our method still achieves the best mIoU under different orders of classes.

**4.4. Ablation Study**

**Individual contributions of different modules.** Tab. 3 shows contributions of proposed modules on S3DIS ($S^1$) and ScanNet ($S^0$) for $C_{novel}=5$. From the results, we observe that adding both individual GFT and UPG modules
Table 5. Comparison on incremental classification across datasets under different backbones. We follow [6] setting and metrics to conduct evaluation. The $Acc_o$ denotes the base model’s accuracy, $Acc_n$ and $Acc_{on}$ represents the accuracy on base and novel classes using the final incremental model. $\Delta = \frac{Acc_o^++GFT+UPG - Acc_o^+GFT}{Acc_o^+GFT} \times 100\%$, the lower $\Delta$ represents less forgetting of the novel model. * denotes our reproduced baseline. The best results are in bold.

<table>
<thead>
<tr>
<th>Backbone</th>
<th>Methods</th>
<th>ModelNet40</th>
<th>ScanObjectNN</th>
<th>ModelNet10</th>
<th>ModelNet10→ModelNet40</th>
</tr>
</thead>
<tbody>
<tr>
<td>lwf-ID [6]*</td>
<td>92.91</td>
<td>73.34</td>
<td>79.41</td>
<td>21.06</td>
<td>91.71</td>
</tr>
<tr>
<td>DGCNN [36]</td>
<td>+GFT</td>
<td>92.91</td>
<td>78.31</td>
<td>81.19</td>
<td>17.87</td>
</tr>
<tr>
<td>lwf-ID [6]*</td>
<td>+GFT</td>
<td>92.91</td>
<td>78.19</td>
<td>82.82</td>
<td>15.84</td>
</tr>
<tr>
<td>PointNet [28]</td>
<td>+GFT</td>
<td>90.14</td>
<td>84.77</td>
<td>76.87</td>
<td>5.06</td>
</tr>
<tr>
<td>lwf-ID [6]*</td>
<td>+GFT</td>
<td>90.14</td>
<td>84.99</td>
<td>77.15</td>
<td>3.92</td>
</tr>
<tr>
<td>lwf-ID [6]*</td>
<td>+GFT</td>
<td>90.14</td>
<td>86.84</td>
<td>79.12</td>
<td>3.66</td>
</tr>
<tr>
<td>lwf-ID [6]*</td>
<td>+GFT</td>
<td>92.96</td>
<td>87.19</td>
<td>79.53</td>
<td>5.03</td>
</tr>
<tr>
<td>PointConv [19]</td>
<td>+GFT</td>
<td>92.69</td>
<td>88.32</td>
<td>79.75</td>
<td>4.71</td>
</tr>
<tr>
<td>lwf-ID [6]*</td>
<td>+GFT</td>
<td>92.69</td>
<td>88.79</td>
<td>80.88</td>
<td>4.21</td>
</tr>
</tbody>
</table>

results in performance gain. The UPG contributes the most to the improvement, suggesting that it can effectively solve the serious semantic shift of previous classes. Moreover, comparing the results of the first two rows or the last two rows, it can be found that the performance of the model on the base classes has been significantly increased. This phenomenon indicates that the GFT module can capture the feature relations according to the point structure to reduce catastrophic forgetting of old knowledge. The combination of two modules achieves the best results, where we observe gains over “FT” by 18.19% and 18.53% in terms of mIoU on S3DIS and ScanNet respectively.

**Effects of multi-step increments.** We further construct a more complicated overlapped setting [4] beyond disjoint, where the points at the current incremental episode may belong to the old, the current and the future classes. Tab. 4 shows the results of our method for challenging multi-step increments on S3DIS dataset of $S^0$ split. We notice that due to the adoption of more steps (5-step) in incremental learning, the model gradually forgets the previous knowledge, so the final overall mIoU is less compared to $C_{novel}=5$ in Tab. 1. Furthermore, we observe performance degradation in the incremental classes added earlier. We argue that this is because in the subsequent incremental classes learning, the model is forced to not only confront with the forgetting of old classes, but also to deal with the background semantic shift of both old and the unknown future classes, which confuses the model in recognition of previous categories.

**Cross-dataset incremental classification.** To further evaluate the effectiveness of our proposed modules, we perform additional cross-dataset incremental classification experiments following [6] setting. We can simply extend our method to incremental object recognition from dataset ModelNet40 [40]→ScanObjectNN [37] and ModelNet40 [40]→ModelNet10 [40]. In Tab. 5, we implement the lwf-3D [6] method without semantic embeddings in our reproduction as baseline, and we gradually add the designed GFT and UPG modules. It shows that introducing two modules significantly improve the performance across various backbone architectures, especially in terms of $Acc_o$ and $\Delta$ metrics. This phenomenon fully demonstrates that the adopted modules are able to effectively reduce the forgetting of old classes information and continually learn new classes.

5. Conclusion

In this paper, we propose a class-incremental learning approach to semantic segmentation of 3D point cloud. Due to the disordered and unstructured nature of point cloud, continual migration and retention of learned knowledge becomes a significant challenge. We exploit point-wise associations based upon the geometric structure of point cloud to distill knowledge between models. Further, to tackle the semantic shift issue where labels for old class points get collapsed into background, we develop an uncertainty-aware pseudo-labelling strategy, that helps preserve learned knowledge on previous classes. Our extensive experiments show the promises of our approach to alleviate catastrophic forgetting, where our achieved overall performance is close to joint training (upper bound). Our model is currently only evaluated for indoor 3D point cloud data. We leave exploration to more challenging outdoor scenes as future work. In addition, we will further study the class-incremental segmentation of 3D point cloud under few-shot setting.
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