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Figure 1. (a) ReCo extends pre-trained text-to-image models (Stable Diffusion [34]) with an extra set of input position tokens (in dark
blue color) that represent quantized spatial coordinates. Combining position and text tokens yields the region-controlled text input, which
can specify an open-ended regional description precisely for any image region. (b) With the region-controlled text input, ReCo can better
control the object count/relationship/size properties and improve the T2I semantic correctness. We empirically observe that position tokens
are less likely to get overlooked than positional text words, especially when the input query is complicated or describes an unusual scene.

Abstract
Recently, large-scale text-to-image (T2I) models have

shown impressive performance in generating high-fidelity
images, but with limited controllability, e.g., precisely spec-
ifying the content in a specific region with a free-form text
description. In this paper, we propose an effective technique
for such regional control in T2I generation. We augment T2I
models’ inputs with an extra set of position tokens, which
represent the quantized spatial coordinates. Each region
is specified by four position tokens to represent the top-left
and bottom-right corners, followed by an open-ended nat-
ural language regional description. Then, we fine-tune a
pre-trained T2I model with such new input interface. Our
model, dubbed as ReCo (Region-Controlled T2I), enables
the region control for arbitrary objects described by open-
ended regional texts rather than by object labels from a
constrained category set. Empirically, ReCo achieves bet-
ter image quality than the T2I model strengthened by posi-

tional words (FID: 8.82 → 7.36, SceneFID: 15.54 → 6.51
on COCO), together with objects being more accurately
placed, amounting to a 20.40% region classification accu-
racy improvement on COCO. Furthermore, we demonstrate
that ReCo can better control the object count, spatial re-
lationship, and region attributes such as color/size, with
the free-form regional description. Human evaluation on
PaintSkill shows that ReCo is +19.28% and +17.21% more
accurate in generating images with correct object count and
spatial relationship than the T2I model. Code is available
at https://github.com/microsoft/ReCo.

1. Introduction

Text-to-image (T2I) generation aims to generate faith-
ful images based on an input text query that describes the
image content. By scaling up the training data and model
size, large T2I models [31, 34, 36, 45] have recently shown
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remarkable capabilities in generating high-fidelity images.
However, the text-only query allows limited controllability,
e.g., precisely specifying the content in a specific region.
The naive way of using position-related text words, such
as “top left” and “bottom right,” often results in ambigu-
ous and verbose input queries, as shown in Figure 2 (a).
Even worse, when the text query becomes long and com-
plicated, or describes an unusual scene, T2I models [31,45]
might overlook certain details and rather follow the visual
or linguistic training prior. These two factors together make
region control difficult. To get the desired image, users usu-
ally need to try a large number of paraphrased queries and
pick an image that best fits the desired scene. The process
known as “prompt engineering” is time-consuming and of-
ten fails to produce the desired image.

The desired region-controlled T2I generation is closely
related to the layout-to-image generation [7,9,22,23,34,38,
44, 49]. As shown in Figure 2 (b), layout-to-image mod-
els take all object bounding boxes with labels from a close
set of object vocabulary [24] as inputs. Despite showing
promise in region control, they can hardly understand free-
form text inputs, nor the region-level combination of open-
ended text descriptions and spatial positions. The two in-
put conditions of text and box provide complementary re-
ferring capabilities. Instead of separately modeling them as
in text-to-image and layout-to-image generations, we study
“region-controlled T2I generation” that seamlessly com-
bines these two input conditions. As shown in Figure 2 (c),
the new input interface allows users to provide open-ended
descriptions for arbitrary image regions, such as precisely
placing a “brown glazed chocolate donut” in a specific area.

To this end, we propose ReCo (Region-Controlled T2I)
that extends pre-trained T2I models to understand spatial
coordinate inputs. The core idea is to introduce an ex-
tra set of input position tokens to indicate the spatial po-
sitions. The image width/height is quantized uniformly into
Nbins bins. Then, any float-valued coordinate can be ap-
proximated and tokenized by the nearest bin. With an extra
embedding matrix (EP ), the position token can be mapped
onto the same space as the text token. Instead of designing a
text-only query with positional words “in the top red donut”
as in Figure 2 (a), ReCo takes region-controlled text inputs
“<x1>,<y1>,<x2>,<y2> red donut,” where <x>,<y>
are the position tokens followed by the corresponding free-
form text description. We then fine-tune a pre-trained T2I
model with EP to generate the image from the extended
input query. To best preserve the pre-trained T2I capabil-
ity, ReCo training is designed to be similar to the T2I pre-
training, i.e., introducing minimal extra model parameters
(EP ), jointly encoding position and text tokens with the text
encoder, and prefixing the image description before the ex-
tended regional descriptions in the input query.

Figure 1 visualizes ReCo’s use cases and capabilities. As
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Figure 2. (a) With positional words (e.g., bottom/top/left/right and
large/small/tall/long), the T2I model (Stable Diffusion [34]) does
not manage to create objects with desired properties. (b) Layout-
to-image generation [22, 34, 38, 49] takes all object boxes and la-
bels as the input condition, but only works well with constrained
object labels. (c) Our ReCo model synergetically combines the
text and box referring, allowing users to specify an open-ended re-
gional text description precisely at any image region.

shown in Figure 1 (a), ReCo could reliably follow the input
spatial constraints and generate the most plausible images
by automatically adjusting object statues, such as the view
(front/side) and type (single-/double-deck) of the “bus.” Po-
sition tokens also allow the user to provide free-form re-
gional descriptions, such as “an orange cat wearing a red
hat” at a specific location. Furthermore, we empirically ob-
serve that position tokens are less likely to get overlooked or
misunderstood than text words. As shown in Figure 1 (b),
ReCo has better control over object count, spatial relation-
ship, and size properties, especially when the query is long
and complicated, or describes a scene that is less common
in real life. In contrast, T2I models [34] may struggle with
generating scenes with correct object counts (“ten”), rela-
tionships (“boat below traffic light”), relative sizes (“chair
larger than airplane”), and camera views (“zoomed out”).

To evaluate the region control, we design a comprehen-
sive experiment benchmark based on a pre-trained regional
object classifier and an object detector. The object classi-
fier is applied on the generated image regions, while the
detector is applied on the whole image. A higher accuracy
means a better alignment between the generated object lay-
out and the region positions in user queries. On the COCO
dataset [24], ReCo shows a better object classification ac-
curacy (42.02% → 62.42%) and detector averaged preci-
sion (2.3 → 32.0), compared with the T2I model with care-
fully designed positional words. For image generation qual-
ity, ReCo improves the FID from 8.82 to 7.36, and Scene-
FID from 15.54 to 6.51. Furthermore, human evaluations
on PaintSkill [5] show +19.28% and +17.21% accuracy
gain in more correctly generating the query-described ob-
ject count and spatial relationship, indicating ReCo’s capa-
bility in helping T2I models to generate challenging scenes.

Our contributions are summarized as follows.
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• We propose ReCo that extends pre-trained T2I mod-
els to understand coordinate inputs. Thanks to the in-
troduced position tokens in the region-controlled input
query, users can easily specify free-form regional de-
scriptions in arbitrary image regions.

• We instantiate ReCo based on Stable Diffusion. Ex-
tensive experiments show that ReCo strictly follows
the regional instructions from the input query, and also
generates higher-fidelity images.

• We design a comprehensive evaluation benchmark to
validate ReCo’s region-controlled T2I generation ca-
pability. ReCo significantly improves both the region
control accuracy and the image generation quality over
a wide range of datasets and designed prompts.

2. Related Work
Text-to-image generation. Text-to-image (T2I) generation
aims to generate a high-fidelity image based on an open-
ended image description. Early studies adopt conditional
GANs [33, 42, 46–48] for T2I generation. Recent studies
have made tremendous advances by scaling up both the data
and model size, based on either auto-regressive [10, 45] or
diffusion-based models [31, 34, 36]. We build our study on
top of the successful large-scale pre-trained T2I models, and
explore how to better control the T2I generation by extend-
ing a pre-trained T2I model to understand position tokens.
Layout-to-image generation. Layout-to-image studies
aim to generate an image from a complete layout, i.e., all
bounding boxes and the paired object labels. Early stud-
ies [9,22,23,38,49] adopt GAN-based approaches by prop-
erly injecting the encoded layout as the input condition. Re-
cent studies successfully apply the layout query as the input
condition to the auto-regressive framework [10,44] and dif-
fusion models [7, 34]. Our study is related to the layout-
to-image generation as both directions require the model to
understand coordinate inputs. The major difference is that
our design synergetically combines text and box to help T2I
generation. Therefore, ReCo can take open-ended regional
descriptions and benefit from large-scale T2I pre-training.
Unifying open-ended text and localization conditions.
Previous studies have explored unifying open-ended text
descriptions with localization referring (box, mask, mouse
trace) as the input generation condition. One modeling ap-
proach [8, 10, 14, 17, 20, 28, 33] is to separately encode the
image description in T2I and the layout condition in layout-
to-image, and trains a model to jointly condition on both
input types. TRECS [19] takes mouse traces in the local-
ized narratives dataset [29] to better ground open-ended text
descriptions with a localized position. Other than taking
layout as user-generated inputs, previous studies [16, 21]
have also explored predicting layout from text to ease the
T2I generation of complex scenes. Unlike the motivation

of training another conditional generation model parallel to
T2I and layout-to-image, we explore how to effectively ex-
tend pre-trained T2I models to understand region queries,
leading to significantly better controllability and genera-
tion quality than training from scratch. In short, we posi-
tion ReCo as an improvement for T2I by providing a more
flexible input interface and alleviating controllability issues,
e.g., being difficult to override data prior when generating
unusual scenes, and overlooking words in complex queries.

3. ReCo Model
Region-Controlled T2I Generation (ReCo) extends T2I

models with the ability to understand coordinate inputs. The
core idea is to design a unified input token vocabulary con-
taining both text words and position tokens to allow accu-
rate and open-ended regional control. By seamlessly mix-
ing text and position tokens in the input query, ReCo obtains
the best from the two worlds of text-to-image and layout-to-
image, i.e., the abilities of free-form description and precise
position control. In this section, we present our ReCo im-
plementation based on the open-sourced Stable Diffusion
(SD) [34]. We start with the SD preliminaries in Section 3.1
and introduce the core ReCo design in Section 3.2.

3.1. Preliminaries

We take Stable Diffusion as an example to introduce the
T2I model that ReCo is built upon. Stable Diffusion is de-
veloped upon the Latent Diffusion Model [34], and consists
of an auto-encoder, a U-Net [35] for noise estimation, and
a CLIP ViT-L/14 text encoder. For the auto-encoder, the
encoder E with a down-sampling factor of 8 encodes the
image x into a latent representation z = E(x) that the dif-
fusion process operates on, and the decoder D reconstructs
the image x̂ = D(z) from the latent z. U-Net [35] is condi-
tioned on denoising timestep t and text condition τθ(y(T )),
where y(T ) is the input text query with text tokens T and
τθ is the CLIP ViT-L/14 text encoder [30] that projects a
sequence of tokenized texts into the sequence embedding.

The core motivation of ReCo is to explore more effec-
tive and interaction-friendly conditioning signals y, while
best preserving the pre-trained T2I capability. Specifically,
ReCo extends text tokens with an extra vocabulary special-
ized for spatial coordinate referring, i.e., position tokens P ,
which can be seamlessly used together with text tokens T
in a single input query y. ReCo aims to show the bene-
fit of synergetically combining text and position conditions
for region-controlled T2I generation.

3.2. Region-Controlled T2I Generation

ReCo input sequence. The text input in T2I generation
provides a natural way of specifying the generation con-
dition. However, text words may be ambiguous and ver-
bose in providing regional specifications. For a better input
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{"image_id": 110618,"id": 
335469,"caption": "A snowboarder 
with his snowboard attached to his 
feet sitting on a slope."}

110618": {"license": 4, "file_name": "COCO_val2014_000000110618.jpg", "coco_url": 
"http://images.cocodataset.org/val2014/COCO_val2014_000000110618.jpg", "height": 427, "width": 
640, "date_captured": "2013-11-20 14:47:56", "flickr_url": 
"http://farm1.staticflickr.com/130/338402871_4e030063e5_z.jpg", "id": 110618, "box": [{"iou": 
0.12499223580210775, "bbox": [169.84, 72.63, 273.47, 250.45], "caption": "person", "category_id": 1, 
"boxid": 429345, "tag": "person", "pad_caption": "a man is sitting on a snowboard and wearing a ski 
goggles.", "crop_caption": "a man is sitting on a snowboard and wearing goggles."}, {"iou": 
0.115945696904274, "bbox": [35.37, 290.46, 556.64, 89.51], "caption": "snowboard", "category_id": 36, 
"boxid": 620859, "tag": "snowboard", "pad_caption": "a snowboard with the word now on it", 
"crop_caption": "a person is holding a snowboard with the letters z on it."}, {"iou": 
5.830412031615921e-05, "bbox": [413.92, 136.8, 3.18, 8.11], "caption": "person", "category_id": 1, 
"boxid": 1216674, "tag": "person", "pad_caption": "a tube of red and white liquid with a black 
background.", "crop_c
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253477 one person holds the back of a surfboard
{'license': 3, 'file_name': 'COCO_val2014_000000253477.jpg', 'coco_url': 
'http://images.cocodataset.org/val2014/COCO_val2014_000000253477.j
pg', 'height': 427, 'width': 640, 'date_captured': '2013-11-20 21:3
7:10', 'flickr_url': 
'http://farm9.staticflickr.com/8018/7204196618_5ac514333d_z.jpg', 'id': 
253477, 'box': [{'iou': 0.023067264527224816, 'bbox': [288.44, 111.35, 
141.49, 182.1], 'caption': 'person', 'cate
gory_id': 1, 'boxid': 440430, 'tag': 'person', 'pad_caption': 'a woman is 
surfing in the water with her arms out.', 'crop_caption': 'a woman is 
standing on a surfboard in the water with her arms out.'}, {'i
ou': 0.007645033482142856, 'bbox': [174.46, 124.58, 55.91, 66.51], 
'caption': 'person', 'category_id': 1, 'boxid': 496831, 'tag': 'person', 
'pad_caption': 'a boy in the water holding a blue board', 'crop_ca
ption': 'a man in the water holding a blue surfboard'}, {'iou': 
0.02477366455649881, 'bbox': [183.67, 181.44, 173.33, 139.2], 'caption': 
'surfboard', 'category_id': 42, 'boxid': 650305, 'tag': 'surfboard', 
'pad_caption': 'a person is surfing on a blue surfboard in the ocean.', 
'crop_caption': 'a person is surfing on a blue surfboard in the water.'}]}

237487  person standing at the plate in mid swing of a bat
{'license': 3, 'file_name': 'COCO_val2014_000000237487.jpg', 'coco_url': 
'http://images.cocodataset.org/val2014/COCO_val2014_000000237487.jpg', 'height': 416, 'width': 640, 
'date_captured': '2013-11-19 20:3
2:02', 'flickr_url': 'http://farm4.staticflickr.com/3605/3440500848_f534a58a80_z.jpg', 'id': 237487, 'box': [{'iou': 
0.0007195229867788468, 'bbox': [497.04, 247.87, 18.79, 13.08], 'caption': 'sports ball', 
'category_id': 37, 'boxid': 302952, 'tag': 'sports ball', 'pad_caption': 'gold - knife - with - white - and - gold - edge. png', 
'crop_caption': 'a white and yellow sign on a green sign'}, {'iou': 0.0039595
35945012017, 'bbox': [563.7, 6.39, 61.7, 20.56], 'caption': 'chair', 'category_id': 62, 'boxid': 378528, 'tag': 'chair', 
'pad_caption': 'a green and white sign with a white spot on it.', 'crop_caption': 'th
e word " the word " on the bottom of the image'}, {'iou': 0.0036544773512620196, 'bbox': [436.54, 10.41, 65.44, 
24.3], 'caption': 'chair', 'category_id': 62, 'boxid': 387373, 'tag': 'chair', 'pad_caption': 
'a person wearing a black shirt', 'crop_caption': "a blue ball in the middle of a person's head."}, {'iou': 
0.005353133075420674, 'bbox': [501.53, 7.52, 65.96, 26.16], 'caption': 'chair', 'category_id': 62,
 'boxid': 388494, 'tag': 'chair', 'pad_caption': '" picture of a knife with the word "', 'crop_caption': 'a tennis ball is on the 
ground.'}, {'iou': 0.0012926635742187514, 'bbox': [366.06, 183.79, 53.15, 11
.39], 'caption': 'baseball bat', 'category_id': 39, 'boxid': 629520, 'tag': 'baseball bat', 'pad_caption': '" the " the " s " is a 
hand carved piece of wood. "', 'crop_caption': 'the word " on the bottom of
 the image "'}, {'iou': 0.00410397479717548, 'bbox': [258.22, 230.98, 33.38, 45.52], 'caption': 'baseball glove', 
'category_id': 40, 'boxid': 633255, 'tag': 'baseball glove', 'pad_caption': 'a brown and bla
ck object with the word " on it "', 'crop_caption': 'horn of plenty'}, {'iou': 0.0451551943734976, 'bbox': [31.22, 134.32, 
132.01, 209.95], 'caption': 'person', 'category_id': 1, 'boxid': 1243146, 'tag': 'p
erson', 'pad_caption': 'a baseball umpire with the number 19 on his shirt', 'crop_caption': 'a baseball player with the 
number 19 on his jersey'}, {'iou': 0.05864265549879809, 'bbox': [398.06, 85.08, 155.01
, 261.93], 'caption': 'person', 'category_id': 1, 'boxid': 1286870, 'tag': 'person', 'pad_caption': 'a baseball player with a 
cubs jersey on', 'crop_caption': 'a baseball player is swinging a bat and wearin
g a blue and white jersey.'}, {'iou': 0.016900492225060095, 'bbox': [68.24, 25.24, 109.38, 72.92], 'caption': 'person', 
'category_id': 1, 'boxid': 1293364, 'tag': 'person', 'pad_caption': 'a person in a bla
ck hood sits in a stadium with a red shirt on.', 'crop_caption': 'a man wearing a hood is looking at the camera.'}, 
{'iou': 0.01709526780348558, 'bbox': [256.66, 19.07, 95.87, 83.15], 'caption': 'person', '
category_id': 1, 'boxid': 1303563, 'tag': 'person', 'pad_caption': 'a man wearing a cubs hat is watching a game.', 
'crop_caption': 'a man wearing a blue hat with a red letter c on it'}, {'iou': 0.0035991002
478966343, 'bbox': [365.29, 25.36, 37.64, 34.13], 'caption': 'person', 'category_id': 1, 'boxid': 1304010, 'tag': 'person', 
'pad_caption': 'a man in a hood with a star wars logo on it.', 'crop_caption': 'a 
man with a gray hood on his head'}, {'iou': 0.009942527606670672, 'bbox': [391.96, 0.93, 66.48, 58.06], 'caption': 
'person', 'category_id': 1, 'boxid': 1308305, 'tag': 'person', 'pad_caption': 'a man wearin
g a hoodie is sitting with a woman in a black jacket.', 'crop_caption': 'a man wearing a hoodie is sitting at a table'}, 
{'iou': 0.00941270094651442, 'bbox': [431.25, 25.4, 70.86, 65.16], 'caption': 'person
', 'category_id': 1, 'boxid': 1312765, 'tag': 'person', 'pad_caption': 'a man with a blue ball in his hand', 'crop_caption': 
'a man wearing a black shirt'}, {'iou': 0.00795189171424279, 'bbox': [496.96, 30.
33, 54.76, 60.67], 'caption': 'person', 'category_id': 1, 'boxid': 1314928, 'tag': 'person', 'pad_caption': 'a man wearing 
a blue hat with a white and blue logo', 'crop_caption': 'a man wearing a blue hat w
ith the letter l on it'}, {'iou': 0.009187734750600958, 'bbox': [560.23, 32.96, 67.28, 59.37], 'caption': 'person', 
'category_id': 1, 'boxid': 1316419, 'tag': 'person', 'pad_caption': 'a man wearing a white
 hat and sunglasses is wearing a white hat.', 'crop_caption': 'a woman wearing a white hat'}, {'iou': 
0.052070975623497585, 'bbox': [120.86, 185.98, 171.46, 163.97], 'caption': 'person', 'category_id': 1, '
boxid': 1318983, 'tag': 'person', 'pad_caption': 'a baseball player with a black and gray uniform and a black glove.', 
'crop_caption': 'a catcher in a gray and black uniform is crouching and ready to catch 
the ball.'}, {'iou': 0.007866665790264422, 'bbox': [330.93, 0.65, 55.16, 57.02], 'caption': 'person', 'category_id': 1, 
'boxid': 1320788, 'tag': 'person', 'pad_caption': 'a woman wearing a blue scarf with t
he word peace on it', 'crop_caption': 'a woman wearing a hoodie with a blue scarf on her shoulders'}, {'iou': 
0.012069263822115386, 'bbox': [246.89, 0.0, 87.86, 63.5], 'caption': 'person', 'category_id': 1,
 'boxid': 1322864, 'tag': 'person', 'pad_caption': 'a man wearing a blue baseball cap with a red c on it', 'crop_caption': 
'a man wearing a blue baseball cap with a red letter c on it'}, {'iou': 0.004005692
044771636, 'bbox': [526.39, 32.5, 54.93, 22.95], 'caption': 'chair', 'category_id': 62, 'boxid': 1589831, 'tag': 'chair', 
'pad_caption': '" knucklehead knife "', 'crop_caption': "a sign that says'the word'o
n it"}, {'iou': 0.003843656475360579, 'bbox': [576.05, 27.02, 63.95, 28.88], 'caption': 'chair', 'category_id': 62, 'boxid': 
1590910, 'tag': 'chair', 'pad_caption': 'a woman wearing a white head scarf', 'cr
op_caption': 'a green sign with the word " green " on it'}, {'iou': 0.007852565542367788, 'bbox': [0.0, 67.96, 70.29, 
31.96], 'caption': 'chair', 'category_id': 62, 'boxid': 1932807, 'tag': 'chair', 'pad_ca
ption': 'a black and white picture of a car with the word " the " on it "', 'crop_caption': 'a green button on a black 
background'}, {'iou': 0.007204773888221154, 'bbox': [0.93, 37.84, 64.88, 31.37], 'capti
on': 'chair', 'category_id': 62, 'boxid': 1933147, 'tag': 'chair', 'pad_caption': 'a green sign on a black background', 
'crop_caption': 'a green and white sign with the word " google " on it.'}, {'iou': 0.0
02798766150841345, 'bbox': [66.33, 37.57, 37.62, 28.56], 'caption': 'chair', 'category_id': 62, 'boxid': 1936388, 'tag': 
'chair', 'pad_caption': 'green and white blanket with white stripes. png', 'crop_capt
ion': 'a person wearing a hat with a white button on it.'}, {'iou': 0.0131006045297476, 'bbox': [349.99, 25.2, 82.63, 
68.69], 'caption': 'person', 'category_id': 1, 'boxid': 2001232, 'tag': 'person', 'pad_c
aption': 'a man with a hoodie on his head is holding a cup.', 'crop_caption': 'a man with a hood on'}]}

222662 a lady standing next to a person with a umbrella
{'license': 3, 'file_name': 'COCO_val2014_000000222662.jpg', 'coco_url': 
'http://images.cocodataset.org/val2014/COCO_val2014_000000222662.j
pg', 'height': 480, 'width': 640, 'date_captured': '2013-11-18 09:4
8:46', 'flickr_url': 
'http://farm9.staticflickr.com/8168/7407696918_68428ca953_z.jpg', 'id': 
222662, 'box': [{'iou': 0.018170300292968747, 'bbox': [276.88, 143.49, 
138.65, 70.24], 'caption': 'umbrella', 'ca
tegory_id': 28, 'boxid': 279793, 'tag': 'umbrella', 'pad_caption': 'a person is 
holding an umbrella in front of a sign that says " the word ".', 
'crop_caption': 'a person holding an umbrella with a plaid pa
ttern.'}, {'iou': 0.0005530776367187495, 'bbox': [274.74, 111.77, 10.19, 
22.77], 'caption': 'traffic light', 'category_id': 10, 'boxid': 402942, 'tag': 
'traffic light', 'pad_caption': 'traffic light. png', 
'crop_caption': 'a man wearing a red hat'}, {'iou': 
0.0006378250325520839, 'bbox': [493.23, 104.13, 10.62, 23.66], 
'caption': 'traffic light', 'category_id': 10, 'boxid': 408692, 'tag': 'traffic light', 
'pa
d_caption': 'traffic light with a red light. png', 'crop_caption': 'a red light on 
a traffic light'}, {'iou': 0.0003402778320312499, 'bbox': [263.9, 137.01, 
8.11, 15.78], 'caption': 'traffic light', 'catego
ry_id': 10, 'boxid': 409571, 'tag': 'traffic light', 'pad_caption': 'black - label - 
png - png - png - png - transparent. png', 'crop_caption': 'a red and yellow 
sign on a black background'}, {'iou': 0.0054
14292805989574, 'bbox': [474.47, 197.49, 68.43, 114.24], 'caption': 
'handbag', 'category_id': 31, 'boxid': 1178170, 'tag': 'handbag', 
'pad_caption': 'a man is carrying a brown messenger bag.', 'crop_caption
': 'a man wearing a blue shirt and a blue shirt is carrying a brown leather 
messenger bag.'}, {'iou': 0.003475558593749999, 'bbox': [426.34, 
293.43, 35.85, 63.6], 'caption': 'handbag', 'category_id': 31, 'b
oxid': 1178378, 'tag': 'handbag', 'pad_caption': 'a woman is holding a bag 
with the word " gucci " on it.', 'crop_caption': "a black bag on a person's 
hand"}, {'iou': 0.00014483691406249984, 'bbox': [263.02
, 188.55, 9.27, 6.76], 'caption': 'car', 'category_id': 3, 'boxid': 1191034, 
'tag': 'car', 'pad_caption': 'logo - for - the - web - of - the - brand - of - the - 
brand - of - the - brand - of - the - brand 
- of - the - brand -', 'crop_caption': "a white and black sign that says'the 
word'on it"}, {'iou': 0.0005377687174479167, 'bbox': [266.65, 186.74, 
20.22, 21.54], 'caption': 'car', 'category_id': 3, 'boxid':
 1192078, 'tag': 'car', 'pad_caption': 'a man in a black shirt is standing in a 
dark room.', 'crop_caption': 'a sign that says " the word " on it'}, {'iou': 
0.02705429117838543, 'bbox': [270.27, 204.86, 96.
22, 200.0], 'caption': 'person', 'category_id': 1, 'boxid': 1225625, 'tag': 
'person', 'pad_caption': 'a woman in a polka dot dress is standing in front 
of a crosswalk.', 'crop_caption': 'a woman in a red po
lka dot dress stands on a crosswalk.'}, {'iou': 0.03879819352213543, 
'bbox': [408.54, 152.16, 120.29, 251.31], 'caption': 'person', 'category_id': 
1, 'boxid': 1263833, 'tag': 'person', 'pad_caption': 'a man
 is crossing the street and carrying a bag.', 'crop_caption': 'a man is 
walking with a bag and a bag that says " the word " on it.'}, {'iou': 
0.001466151855468751, 'bbox': [222.88, 181.29, 14.53, 42.76], 'c
aption': 'person', 'category_id': 1, 'boxid': 1267109, 'tag': 'person', 
'pad_caption': 'a woman in a white shirt is standing on a sidewalk.', 
'crop_caption': 'a woman wearing a white shirt with the word " t
he name " on it.'}, {'iou': 0.0005120395507812514, 'bbox': [507.52, 168.3, 
10.44, 31.98], 'caption': 'person', 'category_id': 1, 'boxid': 1302307, 'tag': 
'person', 'pad_caption': 'a person wearing a white s
hirt', 'crop_caption': 'file : icon - the - word - on - the - left - foot. png'}, 
{'iou': 0.0004308997395833329, 'bbox': [457.08, 171.11, 13.11, 27.76], 
'caption': 'person', 'category_id': 1, 'boxid': 13072
74, 'tag': 'person', 'pad_caption': 'a man in a white shirt and blue pants is 
standing in front of a black background.', 'crop_caption': 'a man wearing a 
shirt and shorts'}, {'iou': 0.001044998697916666, 'b
box': [143.52, 95.43, 12.79, 35.0], 'caption': 'traffic light', 'category_id': 10, 
'boxid': 1384509, 'tag': 'traffic light', 'pad_caption': 'icon - black - column. 
png', 'crop_caption': 'a car is parked in 
a parking lot.'}, {'iou': 0.0003943575846354179, 'bbox': [498.89, 129.8, 
10.72, 14.29], 'caption': 'traffic light', 'category_id': 10, 'boxid': 1385829, 
'tag': 'traffic light', 'pad_caption': 'red - light -
 banner - png - 1. png', 'crop_caption': 'a red and black sign on a black 
sign'}, {'iou': 0.0001889218749999995, 'bbox': [503.65, 174.91, 7.33, 
13.11], 'caption': 'backpack', 'category_id': 27, 'boxid': 141
8509, 'tag': 'backpack', 'pad_caption': 'png - black - bottle - with - the - 
word - on - it. png', 'crop_caption': "a person is standing in front of a sign 
that says'the word '"}, {'iou': 0.0002654954427083
339, 'bbox': [406.82, 184.74, 10.61, 10.97], 'caption': 'handbag', 
'category_id': 31, 'boxid': 1433946, 'tag': 'handbag', 'pad_caption': 'a 
person wearing a white shirt with a red circle on it.', 'crop_capt
ion': 'a white shirt with a black belt and a white shirt with a red circle on 
it.'}, {'iou': 0.0010562368164062513, 'bbox': [628.09, 161.64, 11.44, 
43.42], 'caption': 'person', 'category_id': 1, 'boxid': 16
84750, 'tag': 'person', 'pad_caption': 'a person wearing a blue tank top 
with the word " blue " on it.', 'crop_caption': 'a blue and white logo on a 
black background'}, {'iou': 0.001001539713541665, 'bbox':
 [406.63, 173.52, 17.04, 39.97], 'caption': 'person', 'category_id': 1, 
'boxid': 1707703, 'tag': 'person', 'pad_caption': 'a woman running in a 
city.', 'crop_caption': 'icon _ pony _ equestria _ the _ night
mare _ on _ earth. png'}, {'iou': 0.0002521110026041672, 'bbox': [426.96, 
175.18, 9.4, 17.33], 'caption': 'person', 'category_id': 1, 'boxid': 1710065, 
'tag': 'person', 'pad_caption': 'a black and green ban
ner with a purple logo.', 'crop_caption': 'a bottle of wine is on the table'}, 
{'iou': 0.0011448333333333334, 'bbox': [154.5, 179.1, 25.85, 42.4], 
'caption': 'person', 'category_id': 1, 'boxid': 2157525, 't
ag': 'person', 'pad_caption': 'a woman is walking with a white box in her 
hand.', 'crop_caption': 'a woman is walking with a white box.'}]}

a lady standing next to a person 
with a umbrella <684> <317> 
<934> <840> a man is crossing the 
street and carrying a bag <396> 
<426> <596> <843> a woman in a 
red polka dot dress stands on a 
crosswalk <410> <299> <698> 
<445> umbrella <821> <411> 
<963> <649> handbag <721> 
<611> <795> <743> _0.png

one person holds the back of a 
surfboard while another person 
stands on the front of it on one leg. 
<181> <424> <586> <750> a 
person is surfing on a blue 
surfboard in the ocean <426> 
<261> <757> <687> a woman is 
surfing in the water with her arms 
out. <159> <291> <290> <447> a 
boy in the water holding a blue 
board

a person standing at the plate in 
mid swing of a bat <687> <204> 
<999> <833> person <21> <447> 
<433> <840> person <0> <323> 
<123> <827> person <347> <46> 
<578> <245> person <0> <61> 
<158> <236> person_0

222662 a lady standing next to a person with a umbrella
{'license': 3, 'file_name': 'COCO_val2014_000000222662.jpg', 'coco_url': 
'http://images.cocodataset.org/val2014/COCO_val2014_000000222662.j
pg', 'height': 480, 'width': 640, 'date_captured': '2013-11-18 09:4
8:46', 'flickr_url': 
'http://farm9.staticflickr.com/8168/7407696918_68428ca953_z.jpg', 'id': 
222662, 'box': [{'iou': 0.018170300292968747, 'bbox': [276.88, 143.49, 
138.65, 70.24], 'caption': 'umbrella', 'ca
tegory_id': 28, 'boxid': 279793, 'tag': 'umbrella', 'pad_caption': 'a person is 
holding an umbrella in front of a sign that says " the word ".', 
'crop_caption': 'a person holding an umbrella with a plaid pa
ttern.'}, {'iou': 0.0005530776367187495, 'bbox': [274.74, 111.77, 10.19, 
22.77], 'caption': 'traffic light', 'category_id': 10, 'boxid': 402942, 'tag': 
'traffic light', 'pad_caption': 'traffic light. png', 
'crop_caption': 'a man wearing a red hat'}, {'iou': 
0.0006378250325520839, 'bbox': [493.23, 104.13, 10.62, 23.66], 
'caption': 'traffic light', 'category_id': 10, 'boxid': 408692, 'tag': 'traffic light', 
'pa
d_caption': 'traffic light with a red light. png', 'crop_caption': 'a red light on 
a traffic light'}, {'iou': 0.0003402778320312499, 'bbox': [263.9, 137.01, 
8.11, 15.78], 'caption': 'traffic light', 'catego
ry_id': 10, 'boxid': 409571, 'tag': 'traffic light', 'pad_caption': 'black - label - 
png - png - png - png - transparent. png', 'crop_caption': 'a red and yellow 
sign on a black background'}, {'iou': 0.0054
14292805989574, 'bbox': [474.47, 197.49, 68.43, 114.24], 'caption': 
'handbag', 'category_id': 31, 'boxid': 1178170, 'tag': 'handbag', 
'pad_caption': 'a man is carrying a brown messenger bag.', 'crop_caption
': 'a man wearing a blue shirt and a blue shirt is carrying a brown leather 
messenger bag.'}, {'iou': 0.003475558593749999, 'bbox': [426.34, 
293.43, 35.85, 63.6], 'caption': 'handbag', 'category_id': 31, 'b
oxid': 1178378, 'tag': 'handbag', 'pad_caption': 'a woman is holding a bag 
with the word " gucci " on it.', 'crop_caption': "a black bag on a person's 
hand"}, {'iou': 0.00014483691406249984, 'bbox': [263.02
, 188.55, 9.27, 6.76], 'caption': 'car', 'category_id': 3, 'boxid': 1191034, 
'tag': 'car', 'pad_caption': 'logo - for - the - web - of - the - brand - of - the - 
brand - of - the - brand - of - the - brand 
- of - the - brand -', 'crop_caption': "a white and black sign that says'the 
word'on it"}, {'iou': 0.0005377687174479167, 'bbox': [266.65, 186.74, 
20.22, 21.54], 'caption': 'car', 'category_id': 3, 'boxid':
 1192078, 'tag': 'car', 'pad_caption': 'a man in a black shirt is standing in a 
dark room.', 'crop_caption': 'a sign that says " the word " on it'}, {'iou': 
0.02705429117838543, 'bbox': [270.27, 204.86, 96.
22, 200.0], 'caption': 'person', 'category_id': 1, 'boxid': 1225625, 'tag': 
'person', 'pad_caption': 'a woman in a polka dot dress is standing in front 
of a crosswalk.', 'crop_caption': 'a woman in a red po
lka dot dress stands on a crosswalk.'}, {'iou': 0.03879819352213543, 
'bbox': [408.54, 152.16, 120.29, 251.31], 'caption': 'person', 'category_id': 
1, 'boxid': 1263833, 'tag': 'person', 'pad_caption': 'a man
 is crossing the street and carrying a bag.', 'crop_caption': 'a man is 
walking with a bag and a bag that says " the word " on it.'}, {'iou': 
0.001466151855468751, 'bbox': [222.88, 181.29, 14.53, 42.76], 'c
aption': 'person', 'category_id': 1, 'boxid': 1267109, 'tag': 'person', 
'pad_caption': 'a woman in a white shirt is standing on a sidewalk.', 
'crop_caption': 'a woman wearing a white shirt with the word " t
he name " on it.'}, {'iou': 0.0005120395507812514, 'bbox': [507.52, 168.3, 
10.44, 31.98], 'caption': 'person', 'category_id': 1, 'boxid': 1302307, 'tag': 
'person', 'pad_caption': 'a person wearing a white s
hirt', 'crop_caption': 'file : icon - the - word - on - the - left - foot. png'}, 
{'iou': 0.0004308997395833329, 'bbox': [457.08, 171.11, 13.11, 27.76], 
'caption': 'person', 'category_id': 1, 'boxid': 13072
74, 'tag': 'person', 'pad_caption': 'a man in a white shirt and blue pants is 
standing in front of a black background.', 'crop_caption': 'a man wearing a 
shirt and shorts'}, {'iou': 0.001044998697916666, 'b
box': [143.52, 95.43, 12.79, 35.0], 'caption': 'traffic light', 'category_id': 10, 
'boxid': 1384509, 'tag': 'traffic light', 'pad_caption': 'icon - black - column. 
png', 'crop_caption': 'a car is parked in 
a parking lot.'}, {'iou': 0.0003943575846354179, 'bbox': [498.89, 129.8, 
10.72, 14.29], 'caption': 'traffic light', 'category_id': 10, 'boxid': 1385829, 
'tag': 'traffic light', 'pad_caption': 'red - light -
 banner - png - 1. png', 'crop_caption': 'a red and black sign on a black 
sign'}, {'iou': 0.0001889218749999995, 'bbox': [503.65, 174.91, 7.33, 
13.11], 'caption': 'backpack', 'category_id': 27, 'boxid': 141
8509, 'tag': 'backpack', 'pad_caption': 'png - black - bottle - with - the - 
word - on - it. png', 'crop_caption': "a person is standing in front of a sign 
that says'the word '"}, {'iou': 0.0002654954427083
339, 'bbox': [406.82, 184.74, 10.61, 10.97], 'caption': 'handbag', 
'category_id': 31, 'boxid': 1433946, 'tag': 'handbag', 'pad_caption': 'a 
person wearing a white shirt with a red circle on it.', 'crop_capt
ion': 'a white shirt with a black belt and a white shirt with a red circle on 
it.'}, {'iou': 0.0010562368164062513, 'bbox': [628.09, 161.64, 11.44, 
43.42], 'caption': 'person', 'category_id': 1, 'boxid': 16
84750, 'tag': 'person', 'pad_caption': 'a person wearing a blue tank top 
with the word " blue " on it.', 'crop_caption': 'a blue and white logo on a 
black background'}, {'iou': 0.001001539713541665, 'bbox':
 [406.63, 173.52, 17.04, 39.97], 'caption': 'person', 'category_id': 1, 
'boxid': 1707703, 'tag': 'person', 'pad_caption': 'a woman running in a 
city.', 'crop_caption': 'icon _ pony _ equestria _ the _ night
mare _ on _ earth. png'}, {'iou': 0.0002521110026041672, 'bbox': [426.96, 
175.18, 9.4, 17.33], 'caption': 'person', 'category_id': 1, 'boxid': 1710065, 
'tag': 'person', 'pad_caption': 'a black and green ban
ner with a purple logo.', 'crop_caption': 'a bottle of wine is on the table'}, 
{'iou': 0.0011448333333333334, 'bbox': [154.5, 179.1, 25.85, 42.4], 
'caption': 'person', 'category_id': 1, 'boxid': 2157525, 't
ag': 'person', 'pad_caption': 'a woman is walking with a white box in her 
hand.', 'crop_caption': 'a woman is walking with a white box.'}]}

a person standing at the plate in mid swing of a bat <687> <204> 
<999> <833> a baseball player is swinging a bat and wearing a blue 
and white jersey. <21> <447> <433> <840> a catcher in a gray and 
black uniform is crouching and ready to catch the ball. <0> <323> 
<123> <827> a baseball player with the number 19 on his jersey 
<347> <46> <578> <245> a man wearing a blue hat with a red letter 
c on it <0> <61> <158> <236> a man wearing a hood is looking at 
the camera. <572> <61> <770> <225> a man with a hood on <324> 
<0> <535> <152> a man wearing a blue baseball cap with a red 
letter c on it <672> <2> <832> <142> a man wearing a hoodie is 
sitting at a table <767> <61> <937> <217> a man wearing a black 
shirt <924> <73> <999> <219> a man wearing a blue hat with the 
letter l on it <526> <2> <658> <138> a woman wearing a 
hoodie with a blue scarf on her shoulders <935> <18> <999> <81> 
a tennis ball is on the ground. <351> <555> <431> <664> horn of 
plenty <995> <78> <999> <133> a sign that says'the word'on it 
<779> <25> <937> <83> a blue ball in the middle of a person's 
head. <608> <61> <699> <143> a man with a gray hood on his 
head <610> <441> <738> <469> " the " the " s " is a hand carved 
piece of wood. " <925> <595> <970> <627> a white and yellow sign 
on a green sign

#1 Region Description: baseball player is 
swinging a bat and wearing a blue and white 
jersey.

#2 Region Description: a catcher in a gray and 
black uniform is crouching and ready to catch 
the ball.

Image Description: a person standing at the 
plate in mid swing of a bat.

#3 Region Description: a baseball player with 
the number 19 on his jersey.

#1 Region Description: 
baseball player is swinging 
a bat and wearing a blue 
and white jersey.

#2 Region Description: a 
catcher in a gray and black 
uniform is crouching and 
ready to catch the ball.

Generated Image

[0.02, 0.45, 0.43, 0.84]

[0.69, 0.20, 1.0, 0.83]

[0, 0.32, 0.12, 0.83]

[0.02, 0.45, 0.43, 0.84]

[0.69, 0.20, 1.0, 0.83]

[0, 0.32, 0.12, 0.83]

Image Description: a person standing at the plate in mid swing of a bat.

#3 Region Description: a 
baseball player with the 
number 19 on his jersey.

Input Query: 
Image Descr. + Region-Controlled Text * #Regions
a person standing at the plate in mid swing of a bat
<687> <204> <999> <833> baseball player … jersey.
<21> <447> <433> <840> a catcher in gray … ball.
<0> <323> <123> <827> a baseball player …  jersey.

Input Query: 
Image Descr. + Region-Controlled Text 
* #Regions

Region-Controlled Input Sequence ReCo Model

Input Query = Image Description + 
[Region-Controlled Text] * #Regions:

Real Image

Autoencoder

Encoder

Decoder

Generated Image

Real Image

a ball

Inference

Figure 3. ReCo extends Stable Diffusion [34] with position tokens P to support open-ended text description at both image- and region-
level. We minimize the amount of introduced new model parameters (i.e., position token embedding EP ) to best preserve the pre-trained
T2I capability. The diffusion model and text encoder are fine-tuned together to support the extended position token inputs.

query, ReCo introduces position tokens that can directly re-
fer to a spatial position. Specifically, the position and size
of each region can be represented by four floating numbers,
i.e., top-left and bottom-right coordinates. By quantizing
coordinates [3, 41, 43], we can represent the region by four
discrete position tokens P , <x1>,<y1>,<x2>,<y2>, ar-
ranged as a sequence similar to a short natural language
sentence. The left side of Figure 3 illustrates the ReCo in-
put sequence design. Same as T2I, we start the input query
with the image description to make the best use of large-
scale T2I pre-training. The image description is followed
by multiple region-controlled texts, i.e., the four position
tokens and the corresponding open-ended regional descrip-
tion. The number of regional specifications is unlimited,
allowing users to easily create complex scenes with more
regions, or save time on composing input queries with fewer
or even no regions. ReCo introduces position token embed-
ding EP ∈ RNbins×D alongside the pre-trained text word
embedding, where Nbins is the number of the position to-
kens, and D is the token embedding dimension. The entire
sequence is then processed jointly, and each token, either
text or spatial, is projected into a D-dim token embedding
e. The pre-trained CLIP text encoder from Stable Diffusion
takes the token embeddings in, and projects them as the se-
quence embedding that the diffusion model conditions on.
ReCo fine-tuning. ReCo extends the text-only query y(T )
with text tokens T into ReCo input query y(P, T ) that com-
bines the text word T and position token P . We fine-tune
the Stable Diffusion with the same latent diffusion model-
ing objective [34], following the notations in Section 3.1:

L = EE(x),y(P,T ),ϵ∼N (0,1),t

[
∥ϵ− ϵθ(zt, t, τθ(y(P, T )))∥22

]
,

where ϵθ and τθ are the fine-tuned network modules. All
model parameters except position token embedding EP are
initiated from the pre-trained Stable Diffusion model. Both
the image description and several regional descriptions are

required for ReCo model fine-tuning. For the training data,
we run a state-of-the-part captioning model [40] on the
cropped image regions (following the annotated bounding
boxes) to get the regional descriptions. During fine-tuning,
we resize the image with the short edge to 512 and randomly
crop a square region as the input image x. We will release
the generated data and fine-tuned model for reproduction.

We empirically observe that ReCo can well understand
the introduced position tokens and precisely place objects
at arbitrary specified regions. Furthermore, we find that po-
sition tokens can also help ReCo better model long input se-
quences that contain multiple detailed attribute descriptions,
leading to fewer detailed descriptions being neglected or in-
correctly generated than the text-only query. By introduc-
ing position tokens with a minimal change to the pre-trained
T2I model, ReCo obtains the desired region controllability
while best preserving the appealing T2I capability.

4. Experiments
4.1. Experiment Settings

ReCo takes region-controlled inputs specified by the
users. However, gathering sufficient real user queries paired
with images for quantitative evaluations may be challeng-
ing. Therefore, in addition to the arbitrarily-shaped boxes
from PaintSkill [5] and manually designed challenging
queries in Figure 7, we also include in-domain boxes from
COCO [4] and LVIS [11] to construct evaluation queries.
Datasets. We quantitatively evaluate ReCo on COCO [4,
24], PaintSkill [5], and LVIS [11]. For input queries, we
take image descriptions and boxes from the datasets [5, 11,
24] and generate regional descriptions with GIT [40].For
COCO [4, 24], we follow the established T2I setting [32,
41, 45] that reports the results on a subset of 30,000 cap-
tions sampled from the COCO 2014 val set. We fine-tune
stable diffusion with image-text pairs from the COCO 2014
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Method
Image Region Region Region Control Metrics (↑) Image Quality Metrics
Descr. Descr. Position AP AP50 Object Acc. SceneFID (↓) FID (↓)

Real Images - - - 36.8 56.1 71.41 - -
✓ - - 0.7 2.0 26.75 35.80 13.40

SD V1.4 Zero-shot ✓ ✓ - 0.7 2.0 27.64 34.72 13.88
✓ ✓ Text 0.6 1.8 28.15 32.86 14.57

SD COCO Fine-tune:
ReCoImage Descr. ✓ - - 0.9 2.6 29.12 27.78 10.44
ReCoRegion Descr. ✓ ✓ - 1.0 2.9 32.32 24.88 9.11
ReCoPosition Word ✓ ✓ Text 2.3 7.5 42.02 15.54 8.82
ReCo ✓ ✓ ✓ 32.0 52.4 62.42 6.51 7.36

Table 1. Region control accuracy and image generation quality evaluations on the COCO (2014) 30k validation subset [24, 32, 41, 45].

five birds nestled together on a tree branch sleeping. 
<769> <242> <999> <639> a black and white bird with a 
blue beak and a white neck. <0> <293> … …

a man in a blue shirt riding a blue motorcycle and some 
people. <126> <43> <411> <878> a man wearing a blue 
shirt. <0> <254> <866> <864> blue motorcycle with … …

the clock on the side of the metal building is gold and 
black. <200> <130> <903> <914> a clock with roman 
numerals on it.

a snowboarder with his snowboard attached to his feet 
sitting on a slope. <0> <680> <999> <889> a snowboard 
on the slope. <148> <170> <788> <756> a man is … …

a cat rubbing up against the camera persons legs. <186> 
<58> <646> <798> a gray cat is resting on the leg of a 
person. <719> <320> <727> <339> person wearing … …

SD T2I Finetune Ours SD T2I Finetune Ours SD T2I Finetune Ours

(b) Camera View(a) Counting, Relationship (c) Regional Attribute

two bicyclists sitting on a bench with a forest background. 
<607> <715> <738> <817> a helmet on a person's head. 
<260> <802> <820> <944> a wooden bench … …

GT reference GT reference GT reference

Figure 4. Qualitative results on COCO [24]. ReCo’s extra regional control (shown in the dark blue color) can improve T2I generation on
(a) object counting and relationships, (b) images with unique camera views, and (c) images with detailed regional attribute descriptions.

train set. PaintSkill [5] evaluates models’ capabilities on
following arbitrarily-shaped boxes and generating images
with the correct object type/count/relationship. We con-
duct the T2I inference with val set prompts, which contain
1,050/2,520/3,528 queries for object recognition, counting,
and spatial relationship skills, respectively. LVIS [11] tests
if the model understands open-vocabulary regional descrip-
tions, with the object categories unseen in COCO fine-
tuning. We report the results on the 4,809 LVIS val im-
ages [11] from the COCO 2017 val set [18, 49]. We do not
fine-tune ReCo when experimenting on PaintSkill and LVIS
to test its generalization capability with out-of-domain data.
Evaluation metrics. We evaluate ReCo with metrics on
region control accuracy and image generation quality. For
region control accuracy, we use Object Classification Accu-
racy [49] and DETR detector Average Precision (AP) [2].
Object accuracy trains a classifier with queried image crops
to classify cropped regions on generated images. The gener-
ation model should generate objects in specified regions to
obtain a high classification accuracy. DETR detector AP de-
tects objects on generated images and compares the results
with input object queries. Thus, higher accuracy and AP
can indicate a better layout alignment. For image generation
quality, we use the Fréchet Inception Distance (FID) [13] to
evaluate the image quality. We take SceneFID [39] as an in-
dicator for region-level visual quality, which computes FID
on the regions cropped based on input object boxes. We

compute FID and SceneFID with the Clean-FID repo [27]
against center-cropped COCO images. We further conduct
human evaluations on PaintSkill, due to the lack of GT im-
ages and effective automatic evaluation metrics.
Implementation details. We fine-tune ReCo from the Sta-
ble Diffusion v1.4 checkpoint. We introduce N = 1000
position tokens and increase the max length of the text en-
coder to 616. The batch size is 2048. We use AdamW opti-
mizer [26] with a constant learning rate of 1e−4 to train the
model for 20,000 steps, equivalent to around 100 epochs
on COCO 2014 train set. The inference is conducted with
50 PLMS steps [25]. We select a classifier-free guidance
scale [15] that gives the best region control performance,
i.e., 4.0 for ReCo and 7.5 for original Stable Diffusion, de-
tailed in Section 4.3. We do not use CLIP image re-ranking.

4.2. Region-Controlled T2I Generation Results

COCO. Table 1 reports the region-controlled T2I genera-
tion results on COCO. The first row “real images” provides
an oracle reference number on applicable metrics. The top
part of the table shows the results obtained with the pre-
trained Stable Diffusion (SD) model without fine-tuning on
COCO, i.e., the zero-shot setting. As shown in the left three
columns, we experiment with adding “region description”
and “region position” information to the input query in ad-
dition to “image description.” Since T2I models can not un-
derstand coordinates, we carefully design positional text de-
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a photo of three bus. <791> <547> <975> <683> a photo 
of a bus. <347> <473> <395> <558> a photo of a bus. 
<583> <502> <787> <574> a photo of a bus.

a photo of airplane and backpack; backpack is left to 
airplane. <773> <368> <996> <436> a photo of an 
airplane. <46> <298> <343> <712> a photo of a backpack.

a photo of bus and dog; dog is below bus. <347> <254> 
<619> <397> a photo of a bus. <323> <602> <648> <839> 
a photo of a dog.

a photo of bed and fire hydrant; fire hydrant is below 
bed. <278> <51> <680> <318> a photo of a bed. <434> 
<581> <545> <820> a photo of a fire hydrant.

a photo of bus and boat; boat is left to bus. <702> <404> 
<927> <601> a photo of a bus. <154> <383> <311> <487> 
a photo of a boat.

SD T2I Finetune Ours SD T2I Finetune Ours SD T2I Finetune Ours

(b) Spatial - Relationship(a) Counting (c) Spatial - Size

a photo of four dog. <62> <491> <278> <631> a photo of 
a dog. <212> <440> <368> <565> a photo of a dog. <370> 
<411> <516> <540> a photo of a dog.  <752> <476> … … 

PaintSkill Image PaintSkill Image PaintSkill Image

Figure 5. Qualitative results on PaintSkill [5]. ReCo’s extra regional control (shown in the dark blue color) can help T2I models more
reliably generate scenes with exact object counts and unusual object relationships/relative sizes.

scriptions, indicated by “text” in the “region position” col-
umn. Specifically, we describe a region with one of the three
size words (small, medium, large), three possible region as-
pect ratios (long, square, tall), and nine possible locations
(top left, top, . . ., bottom right). We note that the result-
ing ReCoPosition Word serves as a strengthened T2I baseline
for reference purposes, and it is unfair to directly compare
it with ReCo that understands coordinates. The bottom part
compares the main ReCo model with other variants fine-
tuned with the corresponding input queries. The middle
three rows report the results on region control accuracy. For
AP and AP50, we use a DETR ResNet-50 object detector
trained on COCO [1, 2] to get the detection results on im-
ages generated based on the input texts and boxes from the
COCO 2017 val5k set [24]. The “object accuracy” column
reports the region classification accuracy [49]. The trained
ResNet-101 region classifier [12] yields a 71.41% oracle
80-class accuracy on real images. The right two columns
report the image generation quality metrics SceneFID a nd
FID, which evaluate the region and image visual qualities.

One advantage of ReCo is its strong region control ca-
pability. As shown in the bottom row, ReCo achieves an
AP of 32.0, which is close to the real image oracle of 36.8.
Despite the careful engineering of positional text words,
ReCoPosition Word only achieves an AP of 2.3. Similarly, for
object region classification, 62.42% of the cropped regions
on ReCo-generated images can be correctly classified, com-
pared with 42.02% of ReCoPosition Word. ReCo also improves
the generated image quality, both at the region and image
level. At the region level, ReCo achieves a SceneFID of
6.51, indicating strong capabilities in both generating high-
fidelity objects and precisely placing them in the queried
position. At the image level, ReCo improves the FID from
10.44 to 7.36 with the region-controlled text input that pro-
vides a localized and more detailed image description. We
present additional FID comparisons to state-of-the-art con-
ditional image generation methods in Table 5 (c).

We show representative qualitative results in Figure 4.

Method
Skill Correctness (↑) Object Accuracy (↑)

Object Count Spatial Object Count Spatial
SD V1.4 Zero-shot 97.11 59.28 48.20 35.97 22.32 13.06
ReCoImage Descr. 98.23 60.40 49.11 38.92 25.79 15.17
ReCoPosition Word 93.33 68.10 64.87 50.72 25.35 22.82
ReCo 98.51 87.38 82.08 82.30 63.40 67.30

Table 2. Evaluations on the images generated with PaintSkill [5]
prompts. We evaluate skill correctness with human judges, and
object classification accuracy with the COCO-trained classifier.

(a) ReCo can more reliably generate images that involve
counting or complex object relationships, e.g., “five birds”
and “sitting on a bench.” (b) ReCo can more easily generate
images with unique camera views by controlling the relative
position and size of object boxes, e.g., “a top-down view of
a cat” that T2I models struggle with. (c) Separating de-
tailed regional descriptions with position tokens also helps
ReCo better understand long queries and reduce attribute
leakage, e.g., the color of the clock and person’s shirt.
PaintSkill. Table 2 shows the skill correctness and region
control accuracy evaluations on PaintSkill [5]. Skill correct-
ness [5] evaluates if the generated images contain the query-
described object type/count/relationship, i.e., the “object,”
“count,” and “spatial” subsets. We use human judges to ob-
tain the skill correctness accuracy. For region control, we
use object classification accuracy to evaluate if the model
follows those arbitrarily shaped and located object queries.
We reuse the COCO region classifier introduced in Table 1.

Based on the human evaluation for “skill correctness,”
87.38% and 82.08% of ReCo-generated images have the
correct object count and spatial relationship (“count” and
“spatial”), which is +19.28% and +17.21% more accurate
than ReCoPosition Word, and +26.98% and +32.97% higher
than the T2I model with image description only. The skill
correctness improvements suggest that region-control text
inputs could be an effective interface to help T2I models
more reliably generate user-specified scenes. The object ac-
curacy evaluation makes the criteria more strict by requiring
the model to follow the exact input region positions, in ad-
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(a) a living room that 
has a bunch of different 
couches. <816> <140> 
<999> <607> white 
curtain is shown in a 
room. <622> <642> …

sofa

loveseat
(b) there are two large 
boats that are in the 
water. <80> <0> <196> 
<354> a ferris wheel is in 
the sky with a black 
background. <676> …

boat

clock 
tower

ferris 
wheel

(c) a lunch bowl with 
bread, sausage, tomato, 
and egg. <450> <267> 
<692> <567> a close up 
of a sausage and 
tomato. <550> <459> …

bowl
tomato

sausage

(d) a tray topped with 
two plates of food and a 
drink. <383> <653> 
<496> <836> a clear 
glass salt shaker. <158> 
<331> <375> <555> …

salts

cup

tray

GT reference

Ours curtain

Figure 6. Qualitative results on LVIS [11]. ReCo can understand
open-vocabulary regional descriptions, including keywords such
as “curtain,” “ferris wheel,” “sausage,” and “salt shaker.”

dition to skills. “ReCo” achieves a strong region control
accuracy of 63.40% and 67.30% on count and skill subsets,
surpassing “ReCoPosition Word” by +38.05% and +44.48%.

PaintSkill contains input queries with randomly assigned
object types, locations, and shapes. Because of the minimal
constraints, many queries describe challenging scenes that
appear less frequently in real life. We observe that ReCo not
only precisely follows position queries, but also fits objects
and their surroundings naturally, indicating an understand-
ing of object properties. In Figure 5 (a), the three buses with
different aspect ratios each have their unique viewing angle
and direction, such that the object “bus” fits tightly with
the given region. More interestingly, the directions of each
bus go nicely with the road, making the image look real to
humans. Figure 5 (b) shows challenging cases that require
drawing two less commonly co-occurred objects into the
same image. ReCo correctly fits “bed” and “fire hydrant,”
“boat” and “bus” into the given region. More impressively,
ReCo can create a scene that makes the generated image
look plausible, e.g., “looking through a window with a bed
indoors,” with the commonsense knowledge that “bed” is
usually indoor while “fire hydrant” is usually outdoor. The
randomly assigned region categories can also lead to objects
with unusual relative sizes, e.g., the bag that is larger than
the airplane in Figure 5 (c). ReCo shows an understand-
ing of image perspectives by placing smaller objects such
as “backpack” and “dog” near the camera position.
LVIS. Table 3 reports the T2I generation results with out-
of-vocabulary regional entities. We observe that ReCo can
understand open-vocabulary regional descriptions, by trans-
ferring the open-vocab capability learned from large-scale
T2I pre-training to regional descriptions. ReCo achieves
the best SceneFID and object classification accuracy over
the 1,203 LVIS classes of 10.08 and 23.42%. The results
show that the ReCo position tokens can be used with open-
vocabulary regional descriptions, despite being trained on

Method Object Acc. (↑) SceneFID (↓) FID (↓)
Real Images 42.00 - -
SD V1.4 Zero-shot 7.88 40.62 23.74
ReCoImage Descr. 9.82 28.95 20.87
ReCoRegion Descr. 11.08 28.15 17.96
ReCoPosition Word 16.60 20.27 17.80
ReCo 23.42 10.08 17.73

Table 3. Evaluations on the images generated with the 4,809 LVIS
validation samples [11] from COCO val2017. The object classifi-
cation is conducted over the 1,203 LVIS classes.

Method
COCO LVIS

Acc. SceneFID FID Acc. SceneFID FID
Real Images 74.41 - - 42.00 - -
ReCoOD Label 69.70 8.07 9.08 22.79 13.98 23.06
ReCo 62.42 6.51 7.36 23.42 10.08 17.73

Table 4. Analyses on using open-ended texts (ReCo) vs. con-
strained object labels (ReCoOD Label) as the regional description.

COCO with 80 object types. Figure 6 shows examples of
generating objects that are not annotated in COCO, e.g.,
“curtain” and “loveseat” in (a), “ferris wheel” and “clock
tower” in (b), “sausage” and “tomato” in (c), “salts” in (d).
Qualitative results. We next qualitatively show ReCo’s
other capabilities with manually designed input queries.
Figure 1 (a) shows examples of arbitrary object manipula-
tion and regional description control. As shown in the “bus”
example, ReCo will automatically adjust the object viewing
(from side to front) and type (from single- to double-deck)
to reasonably fit the region constraint, indicating the knowl-
edge about object “bus.” ReCo can also understand the
free-form regional text and generate “cats” in the specified
region with different attributes, e.g., “wearing a red hat,”
“pink,” “sleeping,” etc. Figure 7 (a) shows an example of
generating images with different object counts. ReCo’s re-
gion control provides a strong tool for generating the exact
object count, optionally with extra regional texts describing
each object. Figure 7 (b) shows how we can use the box
size to control the camera view, e.g., the precise control of
the exact zoom-in ratio. Figure 7 (c) presents additional ex-
amples of images with unusual object relationships.

4.3. Analysis

Regional descriptions. Alternative to the open-ended free-
form texts, regional descriptions can be object indexes from
a constrained category set, as the setup in layout-to-image
generation [9, 22, 23, 38, 49]. Table 4 compares ReCo with
ReCoOD Label on COCO [24] and LVIS [11]. The leftmost
“accuracy” column on COCO shows the major advantage
of ReCoOD Label, i.e., when fine-tuned and tested with the
same regional object vocabulary, ReCoOD Label is +7.28%
higher in region control accuracy, compared with ReCo.
However, the closed-vocabulary OD labels bring two disad-
vantages. First, the position tokens in ReCoOD Label tend to
only work with the seen vocabulary, i.e., the 80 COCO cat-
egories. When evaluated on other datasets such as LVIS or
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Input Regional DescriptionsA box contains {two, five, six, seven, ten, eleven, twelve} donuts with varying types 
of glazes and toppings. <515> <576> <742> <766> chocolate donut <237> <518> …

(a) Regional Description,  
      Counting

A {zoomed in view, view, zoomed out view} of a man riding a horse through rural 
country side. <546> <621> <885> <861> brown horse <654> <563> … 

(b) Camera View

1 2 3 4

5 6 7 8

9 10 11 12

1. chocolate donut with sprinkles
2. red donut
3. pink donut with sprinkles
4. brown glazed chocolate donut
5. coconut donut
6. donut with powdered sugar
7. pink donut
8. brown donut
9. white frosted donut
10. dark vanilla donut
11. chocolate donut
12. donut with sprinkles

1

2

1. a man in blue shirt
2. brown horse

A boat {below, above, next to} a traffic light with a park in the background. <572> 
<0> <686> <314> a traffic light with the green light on. <298> <660> …(c) Relationship 1. a traffic light with the green light on

2. a white boat on the lake

A dog {above, below} an airplane. 
1. a brown dog on the grass
2. a blue and white airplane

1

2
1

2
1

2

A bear sits {above, below} a bed in bedroom.
1. a grizzly bear sitting
2. a wooden bed with white sheet

Figure 7. Qualitative results of ReCo-generated images with manually designed challenging input queries.
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Accuracy AP AP50
(b) Region Control Metrics (c) Method FID (↓)

Random Train Images [10] 2.47
Retrieval Baseline [45] 6.82
XMC-GAN [46] 9.33
CogView2 [6] 17.7
LAFITE [50] 8.12
Make-A-Scene [10] 7.55
Parti [45] 3.22
ReCoImage Descr. 6.98
ReCoPosition Word 5.98
ReCo 5.18

Table 5. (a,b) Analyses of different guidance scales’ influences [15] on image quality and region control accuracy. (c) Comparison with
previous T2I works on the COCO (2014) validation 30k subset [24, 32, 41, 45]) in the fine-tuned setting.

open-world use cases, the region control performance drops
significantly, as shown in the “accuracy” column on LVIS.
Second, ReCoOD Label only works well with constrained ob-
ject labels, which fail to provide detailed regional descrip-
tions, such as attributes and object relationships. There-
fore, ReCoOD Label helps less in generating high-fidelity im-
ages, with FID 1.72 and 5.33 worse than ReCo on COCO
and LVIS. Given the aforementioned limitations, we use the
open-ended free-form regional descriptions in ReCo.

Guidance scale and T2I SOTA comparison. Table 5 (a,b)
examines how different classifier-free guidance scales [15]
influence region control accuracy and image generation
quality on the COCO 2014 val subset [24, 32, 41, 45]. We
empirically observe that scale of 1.5 yields the best im-
age quality, and a slightly larger scale of 4.0 provides the
best region control performance. Table 5 (c) compares
ReCo with the state-of-the-art T2I methods in the fine-
tuned setting. We reduce the guidance scale from the 4.0
in Table 1 to 1.5 for a fair comparison. We do not use
any image-text contrastive models for results re-ranking.
ReCo achieves an FID of 5.18, compared with 6.98 when
we fine-tune Stable Diffusion with COCO T2I data without
regional description. ReCo also outperforms the real image
retrieval baseline [45] and most prior studies [6, 10, 46, 50].

Limitations. Our method has several limitations. First,
ReCo might generate lower-quality images when the in-
put query becomes too challenging, e.g., the unusual giant
“dog” in Figure 7 (c). Second, for evaluation purposes, we
train ReCo on the COCO train set. Despite preserving the
open-vocabulary capability shown on LVIS, the generated
image style does bias towards COCO. This limitation can
potentially be alleviated by conducting the same ReCo fine-
tuning on a small subset of pre-training data [37] used by
the same T2I model [34]. We show this ReCo variant in the
supplementary material. Finally, ReCo builds upon large-
scale pre-trained T2I models such as Stable Diffusion [34]
and shares similar possible generation biases.

5. Conclusion
We have presented ReCo that extends a pre-trained T2I

model for region-controlled T2I generation. Our introduced
position token allows the precise specification of open-
ended regional descriptions on arbitrary image regions,
leading to an effective new interface of region-controlled
text input. We show that ReCo can help T2I generation
in challenging cases, e.g., when the input query is compli-
cated with detailed regional attributes or describes an un-
usual scene. Experiments validate ReCo’s effectiveness on
both region control accuracy and image generation quality.
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