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Abstract

Face recognition is a prevailing authentication solution
in numerous biometric applications. Physical adversarial
attacks, as an important surrogate, can identify the weak-
nesses of face recognition systems and evaluate their ro-
bustness before deployed. However, most existing physical
attacks are either detectable readily or ineffective against
commercial recognition systems. The goal of this work is to
develop a more reliable technique that can carry out an end-
to-end evaluation of adversarial robustness for commercial
systems. It requires that this technique can simultaneously
deceive black-box recognition models and evade defensive
mechanisms. To fulfill this, we design adversarial textured
3D meshes (AT3D) with an elaborate topology on a human
face, which can be 3D-printed and pasted on the attacker’s
face to evade the defenses. However, the mesh-based op-
timization regime calculates gradients in high-dimensional
mesh space, and can be trapped into local optima with un-
satisfactory transferability. To deviate from the mesh-based
space, we propose to perturb the low-dimensional coeffi-
cient space based on 3D Morphable Model, which signifi-
cantly improves black-box transferability meanwhile enjoy-
ing faster search efficiency and better visual quality. Exten-
sive experiments in digital and physical scenarios show that
our method effectively explores the security vulnerabilities
of multiple popular commercial services, including three
recognition APIs, four anti-spoofing APIs, two prevailing
mobile phones and two automated access control systems.

1. Introduction

Face recognition has become a prevailing authentication
solution in biometric applications, ranging from financial
payment to automated surveillance systems. Despite its
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Figure 1. Demonstration of physical black-box attacks for unlock-
ing one prevailing mobile phone. The attacker wearing the 3D-
printed adversarial mesh can successfully mislead the face recog-
nition model to be recognized as the victim, meanwhile evading
face anti-spoofing. More results are shown in Sec. 4.

blooming development [4,26,33], recent research in adver-
sarial machine learning has revealed that face recognition
models based on deep neural networks are highly vulnera-
ble to adversarial examples [10,41], leading to serious con-
sequences or security problems in real-world applications.

Due to the imperative need of evaluating model robust-
ness [30,45], extensive attempts have been devoted to ad-
versarial attacks on face recognition models. Adversarial at-
tacks in the digital world [8,28,39,45] are characterized by
adding minimal perturbations to face images in the digital
space, aiming to evade being recognized or to impersonate
another identity. Since an adversary usually cannot access
the digital input of practical systems, physical adversarial
examples wearable for real human faces are more feasible
for evaluating their adversarial robustness. Some studies
have shown the success of physical attacks against popular
recognition models by adopting different attack types, such
as eyeglass frames [27,28], hats [17] and stickers [29].

In spite of the remarkable progress, it is challenging
to launch practical and effective physical attack methods
on automatic face recognition systems. First, the defen-
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] PadvFace [50] AdvMask [52] Face3DAdv [40] RHDE [35] Ours

Frames [28] AdvHat [17] FaceAdv [
3D attack types No Fartially Partially
Commercial recognition Yes No No
Commercial defenses No No No
Number of physical tests 10 3 10

No Yes Yes Partially  Yes
No No No Yes Yes
No No Yes No Yes
10 30 10 3 50

Table 1. A comparison among different methods regarding whether using 3D attack types, commercial face recognition models, commercial
defenses, and the number of physical evaluation. Partially indicates that this method involved some geometric transformations to make 2D

patch approximately approach the realistic 3D patch.

sive mechanism [14,42,43,46,48] on face recognition, i.e.,
face anti-spoofing, has achieved impressive performance
among the academic and industry communities. Some pop-
ular defenses [18, 34, 49] have injected more sensors (such
as depth, multi-spectral and infrared cameras) to provide
more effective defenses. However, most of the physical at-
tacks have not evaluated the passing rates against practi-
cal defensive mechanisms, as reported in Table. 1. Second,
these methods cannot perform satisfactorily for imperson-
ation attacks against diverse commercial black-box recog-
nition models due to the limited black-box transferability.
The goal of this work is to develop practical and effective
physical adversarial attacks that can simultaneously deceive
black-box recognition models and evade defensive mecha-
nisms in commercial face recognition systems, e.g., unlock-
ing mobile phones, as demonstrated in Fig. 1.

Evading the defensive mechanisms. Recent research
has found that high-fidelity 3D masks [19, 21] can better
fool the prevailing face anti-spoofing methods by 3D print-
ing techniques. It becomes an appealing and feasible way to
apply a 3D adversarial mask for evading defensive mecha-
nisms in face recognition systems. To achieve this goal, we
first design adversarial textured 3D meshes (AT3D) with
an elaborate topology on a human face, which can be us-
able by standard graphics software such as Blender [9]
and Maya [22]. As a primary 3D representation, textured
meshes can be immediately 3D-printed and pasted on real
faces for physical adversarial attacks, which have geometric
details, complex topology and high-quality textures. Exper-
imentally, AT3D can be more conducive to steadily passing
commercial face anti-spoofing services, such as FacelD and
Tencent anti-spoofing APIs, two mobile phones and two ac-
cess control systems with multiple sensors.

Misleading the black-box recognition models. The
typical 3D mesh attacks [23, 36, 47] proposed to optimize
adversarial examples in mesh representation space. Thus,
high complexity is virtually inevitable for calculating gradi-
ents in such high-dimensional search space due to the thou-
sands of triangle faces on each human face. The procedures
are also costly and probably trapped into overfitting [20]
with unsatisfactory transferability. Therefore, we aim to
perform the optimization trajectory in a low-dimensional
manifold as a regularization aiming for escaping from over-
fitting. The low-dimensional manifold should possess a
sufficient capacity that encodes any 3D face in this low-

dimensional feature space, thus successfully achieving the
white-box adversarial attack against a substitute model. A
principled way of spanning such a subspace is considered
by leveraging 3D Morphable Model (3DMM) [31] that ef-
fectively achieves dimensionality reduction of any high-
dimensional mesh data. Based on this, we are capable
of generating an adversarial mesh by perturbing the low-
dimensional coefficients of 3DMM, making it constrained
on the data manifold of realistic 3D faces. Therefore, the
crafted mesh can obtain a strong semantic feature of a
3D face, which can achieve well-generalizing performance
among the white-box and black-box models due to knowl-
edgable semantic pattern characteristics [37,38,44]. In ad-
dition, low-dimensional optimization can also avoid self-
intersection and flying vertices problems in mesh-based op-
timization [47], resulting in better visual appearance.

Experimentally, we have effectively explored the secu-
rity vulnerabilities of multiple popular commercial services,
including 1) recognition APIs—Amazon, Face++, and Ten-
cent; 2) anti-spoofing APIs—FacelD, SenselD, Tencent,
and Aliyun; 3) two prevailing mobile phones and two auto-
mated access control systems that incorporate multiple sen-
sors. Our main contributions can be summarized as:

» We propose effective and practical adversarial textured
3D meshes with elaborate topology and effective opti-
mization, which can simultaneously evade black-box
recognition models and defensive mechanisms.

» Extensive physical experiments demonstrate that our
method can consistently mislead multiple commer-
cial systems, including unlocking prevailing mobile
phones and automated access control systems.

* We present a reliable technique to evaluate the robust-
ness of face recognition systems, which can be further
leveraged as an effective data augmentation strategy to
improve defensive ability.

2. Related Work

In this section, we review related work about physical ad-
versarial attacks on face recognition, and present a detailed
comparison between the different methods in Table 1.

2D physical adversarial attacks on face recognition.
Several early works have been developed to craft adversarial
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Figure 2. An overview of crafting adversarial textured 3D meshes in the low-dimensional manifold. The 3D reconstruction model first
regresses the coefficients of 3DMM, i.e., {a, B, T,~, p}. Thus the shape and texture can be calculated by using the calculated coefficients.
After introducing the elaborate local topology, the adversarial generation can be restricted to a specifically designed region. After rendering,
we can obtain a rendered image =" and a calculated 2D binary matrix M. Since the whole pipeline including the rendering procedure is
differentiable, the adversarial mesh can be iteratively updated by backpropagation on the low-dimensional coefficient space of 3DMM.

patches in the physical world [27, 28] against face recogni-
tion systems. By pasting a carefully crafted 2D patch to the
face, some research [17,24] has shown effective physical
attacks against state-of-the-art face recognition algorithms.
AdvHat [17] adopted the mask type of Hat to achieve an im-
personation attack. However, the aforementioned 2D meth-
ods are required to be placed on relatively flat regions, lim-
iting practicality when fitting the patch to the real 3D face.
3D physical adversarial attacks on face recognition.
Some studies [40, 52] have exploited simple geometric
transformations of the patch for approximatively achieving
realistic 3D fitting procedures, e.g., parabolic transforma-
tion [17,35]. Furthermore, 3D affine transformation can be
applied to the patch for simulating the corresponding pitch
rotation. Besides, some 3D patches [40,52] can be naturally
stitched onto the face to make the adversarial patch realistic
by fully leveraging the recent advances in 3D face model-
ing. However, these techniques are only either perceptually
satisfactory or ineffective against black-box face recogni-
tion systems. As a comparison, ours can simultaneously
deceive black-box recognition models and evade defensive
mechanisms in commercial face recognition systems.

3. Method

We first propose adversarial textured 3D meshes (AT3D)
that can bypass general defensive mechanisms in Sec. 3.2.
Afterwards, we propose a low-dimensional optimization to
boost the transferability of the attack methods in Sec. 3.3.
An overview of our proposed method is provided in Fig. 2.

3.1. Preliminary

Face recognition consists of two sub-tasks [10], i.e., face
verification and face identification. The former aims to dis-
tinguish whether a pair of facial images belong to the same
identity, while the latter directly predicts the identity of the
facial image. We mainly study face verification in this pa-

per, since the attacks can be easily extended to face iden-
tification. Denote f(x) : X — R? as a face recognition
model that outputs a feature representation in R?. In face
verification, the similarity [5, 33] between a pair of images
{x?, 2%} C X can be commonly calculated as

TS ORI COr
@2 = e @

where < -, - > is the inner product of the vectors. J refers
to cosine similarity between feature representations of x“
and 2® ranging from O to 1. Then the prediction of face
verification can be formulated as

&)

C(z® x") = 1(J;(x*, zb) > §), )
where I is the indicator function, and ¢ is a threshold. When
C(z?,x®) equals to 1, the two images are regarded as the
same identity, otherwise different identities.

We focus on two general types of attacks in terms of
dodging and impersonation with different goals. In a
dodging attack, an attacker attempts to fool a face recog-
nition system by making one face misidentified, generally
bypassing a face recognition system in surveillance. For-
mally, the attacker aims to modify « to craft an adversarial
image =* to make C(x*, z®) = 0 while C(z%,z%) = 1. In
contrast, an impersonation attack intends to disguise the at-
tacker as another target identity. The generated adversarial
image x* will be recognized as the target identity of =® that
makes C(z*, %) = 1 while C(z¢, 2%) = 0.

3.2. Problem Formulation

For the 3D adversarial attack task, we aim to develop an
effective approach that can simultaneously deceive black-
box recognition models and evade defenses in physical face
recognition systems. Different from the existing 3D attacks
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in point clouds [47], we propose to craft an adversarial tex-
tured 3D mesh with any topology to avoid large errors by
reconstruction procedure in point clouds [32]. In addition,
textured meshes can fully leverage 3D printing techniques
for physically realizable adversarial attacks.

Specifically, we denote the mesh representation of a full
face as M = (S, T, F), where S € R"*3 is the xyz coor-
dinates of n vertices, 7 € R™*3 is the rgb value of vertices,
and F € Z™*3 is the set of m triangle faces which encodes
each triangle with the indices of vertices. In addition, we
are capable of studying 3D adversarial patch M’ that is re-
stricted to a specifically designed spacial region, which can
be generated by modifying the original mesh topology F.
The topology F' of the 3D adversarial patch stems from a
subset of the original F by erasing the triangle faces outside
the patch, thus denoted as M’ = (S, T, F’).

In this paper, we focus on crafting the Adversarial
Textured 3D meshes (AT3D) by modifying the vertex posi-
tions and colors. Formally, an adversarial mesh can be de-
noted as M* = (§*, T*, F’) by directly optimizing S and
T. Since 2D victim images are usually more available than
the corresponding explicit 3D mesh, we consider converting
3D mesh representation into 2D images for optimization by
introducing differentiable neural rendering [25]. Therefore,
the attack objective function of crafting adversarial exam-
ples can be formulated as

Srgi%l* L’f(:r*,mb), wherez* =Moo z" + (1 - M) ez,

wraM:R(8*7T*a'}-/ap)a (3)

where © is the element-wise multiplication operation and
R is the rendering function. Given the rendering parame-
ters p that contain camera position and illumination inten-
sity, we can obtain 1) a rendered image " by rendering the
mesh M’ onto a black background; 2) a calculated 2D bi-
nary matrix M that takes O if the pixel value derives from
the background, and 1 otherwise. In this paper, we adopt the
attack loss Ly = J; for a dodging attack and Ly = —J for
an impersonation attack. By optimizing problem (3) given
a 2D face image x“, we can obtain the adversarial mesh
M* = (S5, T* F).

To evade the defensive mechanisms in the systems, we
can explicitly elaborate a regional topology F' (as detailed
in Sec. 4) from a human face. The optimized adversarial
mesh can be immediately 3D-printed and pasted on real
faces for practical testing. We experimentally found that the
adversarial mesh with elaborate topology can present a sim-
ilar appearance with the original one among RGB-based,
depth-based and infrared-based defensive techniques, as
illustrated in Fig. 3. It thus becomes a more feasible way to
apply the adversarial 3D mesh for physical adversarial at-
tacks compared with 2D attacks. However, the mesh-based
optimization by following the objective (3) needs to calcu-

2D Attack

3D Attack

Infrared

RGB Depth

Figure 3. Visual examples of 2D and 3D attacks with three com-
mon modalities (RGB, Depth and Infrared) in face anti-spoofing.
2D attacks present intrinsic spoofing patterns among the depth
and infrared modalities, which can be easily detected by the anti-
spoofing detector. As a comparison, 3D attacks are more feasible
for evading face anti-spoofing with multiple modalities due to ver-
satile and realistic characteristics.

late gradients in high-dimensional mesh space due to thou-
sands of points in each human face. It will easily break
the geometric characteristics and surface structure of the
underlying mesh manifold, thus trapping into the overfit-
ting [12,20] with unsatisfactory transferability.

3.3. Low-dimensional Optimization

In this section, we aim to deviate from the existing mesh-
based optimization regime, and perform the optimization
trajectory in a low-dimensional manifold as a regularization
for escaping from overfitting. The low-dimensional sub-
space must have a sufficient capacity that can encode any
3D face in this low-dimensional feature space. A principled
way of spanning such a subspace is considered by lever-
aging 3D Morphable Model (3DMM) [2], which belongs
to powerful 3D statistical models of human face shape and
texture. 3DMM can effectively achieve dimensionality re-
duction of any high-dimensional mesh data. Therefore, op-
timizing in the pre-learnt low-dimensional coefficient space
of 3DMM can promote more general semantic features of a
3D face. This can keep the surface structure of the under-
lying mesh manifold, potentially alleviating the overfitting
problem in the optimization phase.

3.3.1 Adversarial Mesh Generation

Given a 2D face image x“, we can first predict its shape
S and texture 7 by using 3DMM coefficients from CNN
regression model [6], which can be represented as follows:

S :g+Bida+Bewpﬂ7 T:?+Bt6wT7 (4)

where S and T are the averages of face shapes and textures,
and B;q, B, and By, denote the PCA bases of identity,
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Algorithm 1 Crafting Adversarial Textured Mesh

Input: A 3DMM model G, a FR model f, a real face image =, a
target face image x°, the set of triangle faces F.
Output: An adversarial 3D mesh M™.
1: Get the coefficients: {a®, 3%, 7%, 4%, p%, } + G(x*);
2: Get the coefficients: {a®, 8°, 7%, 4°, p*} «+ G(z%);
3: Initializing {a§, B3, 75,75, po} « {a’, 8%, 7%, 7%, p*};
4: for n in MaxlIterations N do
: Update the coefficient o™ :

5

6: Get {S;,, T, } given {a;;, B, T } via Eq. (4);

7: Calculate o, via Eq. (5) by passing {S, T };

8: Update the coefficient 3" :

9: Get {S,,, T } given {11, By, T } via Eq. (4);
10: Calculate 3;, ., via Eq. (5) by passing {S;, T };
11: Update the coefficient 7*:

12: Get {S,,, T } given {aj, 11, Bni1, Tn } vViaEq. (4);
13: Calculate 7,1 via Eq. (5) by passing {S;:, 7,7 };
14: end for

15: Get the shape: S* + S + Baak_, + BBy _1

16: Get the texture: 7 < T + BiTh_1

17: return M* = (8*,T*, F').

expression and texture, respectively. Besides, a series of
coefficients are regressed including o € R%, g8 € R%
and 7 € R8Y. Furthermore, this model can also regress the
illumination coefficients v € R?, and the camera position
p € RO, Since these coefficients are all differentiable, we
thus integrate these coefficients into Eq. (3) and rewrite our
objective with a variable formulation as
oL*r%i*n_r* Li(x®, 2", wherex* =M O " + (1 — M) © z°,
", M =R(S + Bia@" + Beep3", T + BieaT", F, p),
(%)
which achieves a low-dimensional optimization to make an
adversarial mesh update on the parameter space of 3DMM,
and we call it AT3D-P.

Sensitive initialization problem. Note that the initial-
ization in Eq. (5) lies in 3D mesh representation space,
which is different from 2D initialization problems com-
monly discussed in previous works [30,37]. As presented
in Table 2, we found that selecting different initialization in
optimizing Eq. (5) gives rise to inconsistent black-box per-
formances, potentially explained by falling into local op-
tima for some cases. Thus, we apply the coefficients of the
3DMM from the victim to initialize the adversarial mesh.
Note that we exploit the attacker’s pose rather than the vic-
tim’s one in the initialization, making the generated mesh
better fit the attacker’s face.

Optimization. We disturb o*, 3*,~* alternately in ev-
ery attack iteration such that they can be synchronized well
with each other, maintaining near their optimum during the
attack. Besides, the variables can be optimized by adopt-
ing a popular optimizer, such as Adam [16]. The detailed
optimization procedure is summarized in Algorithm 1.

Eye&Nose Respirator

Figure 4. Three elaborate topology structures of physical adver-
sarial attacks, including Eye, Eye&Nose and Respirator.

3.4. Potential Advantages

Naturalness. Optimizing the coefficients of 3DMM in-
dicates constantly searching effective linear combinations
of different mesh datas, making generated adversarial mesh
constrained on the data manifold of real 3D samples. As
shown in Fig. 5, our adversarial meshes crafted by AT3D-P
appear more natural to human eyes, thus difficult to be de-
fended by current anti-spoofing algorithms. As a compari-
son, the fluctuating range of surface curves in the adversar-
ial meshes by mesh-based optimization [36] (AT3D-M) dif-
fer significantly from those of the original samples, which
also present self-intersection and flying vertices problems.

Escaping from local optima. We experimentally found
that the mesh-based optimization suffered from an inferior
convergence tendency, resulting in unsatisfactory black-box
performance. As illustrated in Fig. 6, we demonstrated that
optimizing the adversarial outputs in the low-dimensional
space can accelerate the convergence and escape from lo-
cal optima, thus achieving better transferability. Overall,
AT3D-P makes a significant step toward real-world physi-
cal attack regarding naturalness and effectiveness.

4. Experiments

In this section, we present the experimental results in the
digital world and physical world to demonstrate the effec-
tiveness of the proposed method.

4.1. Experiment Settings

Datasets. We conduct the experiments in the digital ex-
periments on LFW [13] and CelebA-HQ [15], belonging to
two of the most popular benchmark datasets on both low-
quality and high-quality face images. For every dataset, we
mainly choose 400 pairs of images with different identities
to perform impersonation attacks, considering the more dif-
ficult and practical property than dodging attacks [30,37].

Target recognition models. In the digital space, we
study four prevailing face recognition models with differ-
ent network architectures and training losses for evaluation,
including ArcFace [4], MobileFace [3], ResNet50 [11] and
CosFace [33]. In testing, a pair of face images is fed into the

ICode at https://github.com/thu-ml/AT3D.
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Figure 5. Experiments on how different n affects the performance. We also further attack success rates (%) of both attacks under different
1 on LFW. MobileFace is chosen as a white-box model, and test the performance in ResNet50.

model to calculate the cosine similarity (in [1, 1]), and each
model can obtain over 99% verification accuracy on LFW
by following its corresponding optimal threshold. If the dis-
tance of two images exceeds the threshold, we view them as
the same identities; otherwise different identities. In addi-
tion, we also evaluate the performance on three commercial
face recognition APIs?, e. g., Amazon, Face++, and Tencent,
randomly denoted as API-1, API-2, and API-3.

Defensive mechanisms. We carefully studied commer-
cial face anti-spoofing services and selected a few of the
most widely used ones, such as FacelD, SenselD, Tencent
and Aliyun. We randomly call them D-1, D-2, D-3 and D-4.

Physical face recognition systems. We choose two pre-
vailing mobile phones and two automated surveillance sys-
tems that have multiple sensors for practical testing, named
S-1, S-2, S-3, and S-4. We will not disclose the manufac-
turer and parameters of the systems for preventing privacy
leakage, only the function will be described in Appendix A.

Designed regions of mesh attack. Motivated by 2D
adversarial patch [30, 37, 51], we propose three practi-
cal topological structures of mesh attacks as illustrated in
Fig. 4, including Eyeglasses (Eye), Eyeglasses with nose
(Eye&Nose), and Respirator. We evaluate the vulnerabil-
ity of face recognition models in terms of these types and
compare the white-box and black-box performance.

Compared methods. We first choose two representa-
tive 2D methods to compare the black-box transferability,
including MIM [7] and EOT [I] that synthesizes exam-
ples over transformations. As for adversarial 3D meshes,
we first typically craft AT3D in a mesh-based space [36],
named AT3D-M. Besides, multiple popular losses in mesh-
based optimization, e.g., chamfer loss, laplacian loss, and
edge length loss [47], are blended into the crafted AT3D to
improve effectiveness and smoothness, named AT3D-ML.

Implementation details. Note that MIM and EOT se-
lect optimal parameters as report for black-box performance
by following [37]. We thus set the number of iterations as
N = 400, the learning rate o = 1.5, the decay factor u = 1,
and the size of perturbation e = 40 for impersonation under

2Note that we do not specify which one it corresponds to in the evalua-
tion, avoiding privacy leakage. We’ll present all details in Appendix A.

Shg:te‘ahzzf::tlure Res. Arc. Mob. Cos. API
Noise Noise 100.00 4825 64.75 34.00 4525
Attacker Noise 100.00 43.75 61.25 30.50 42.25
Attacker  Attacker | 100.00 4275 56.50 29.75 41.50
Victim Victim 98.50 77.75 86.25 56.00 78.50
A-Victim  Noise 100.00 79.25 88.50 55.50 80.50
A-Victim  A-Victim | 100.00 86.25 91.50 61.25 84.75

Table 2. Ablation study of the different initialization. ResNet50 is

a white-box model.

MobileFace ResNet50
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Figure 6. Comparison of loss convergence on LFW.

the /. norm bound. As for 3D attacks, we set the num-
ber of iterations as N = 300, the budget of perturbation
n = 3, which belongs to a balanced choice between the ef-
fective and naturalness. These detailed hyperparameters are
discussed and reported in Appendix A.

4.2. Black-box Attacks in the Digital World

In this section, we present the experimental results
of white-box and black-box attacks in the digital world.
Specifically, we consider three practical topological struc-
tures of mesh attacks. Due to the space limitation, we only
present the evaluation results on CelebA-HQ in this section,
and the results on LFW are listed in Appendix B.

Effectiveness of the proposed method. To verify the
effects of different settings, we compare the performance of
different methods. Table 3 show the attack success rates
(%) of the different face recognition models. Although
2D attacks obtain effective white-box performance, yet fail-
ing to steadily present acceptable black-box transferability.
Besides, 2D attacks present intrinsic spoofing patterns in
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Source Methods Eye Eye & Nose Respirator
Model Arc.  Mob. Cos. Res. API-1| Arc. Mob. Cos. Res. API-1| Arc. Mob. Cos. Res. API-1
2D-MIM |95.25* 2625 17.50 15.00 3.75 |[100.0* 66.50 49.25 49.50 10.75 [91.50* 5.50 850 7.50 2.25
ArcFace 2D-EOT [99.00 49.00 34.50 35.75 16.25|99.50* 87.75 73.75 79.00 36.25|97.75% 26.00 29.25 24.75 8.75
AT3D-M |[63.25* 46.00 37.75 33.25 28.00[96.75* 86.00 83.50 7825 75.00 [59.00% 24.75 22775 23.25 32.00
AT3D-ML | 63.25* 46.75 36.75 34.25 27.50|96.75* 86.50 83.25 78.75 75.00 |58.50* 24.75 2225 2225 32.00
AT3D-P |96.50* 71.00 59.00 66.25 53.75|100.0* 95.00 82.00 93.75 87.00 |91.00* 45.50 21.75 45.00 50.25
2D-MIM | 16.75 94.00* 42.75 41.00 5.50 | 54.75 100.0* 83.25 8275 13.00 | 18.50 81.50* 22.50 25.75 1.25
MobileFace 2D-EOT | 27.75 100.0* 58.25 61.00 11.25| 78.75 100.0* 94.50 96.75 40.00 | 32.75 99.50* 36.00 49.00 2.25
AT3D-M | 36.00 71.25* 37.75 3575 27.25]| 7850 99.25* 81.50 81.25 72.25| 28.00 49.75* 17.50 25.25 27.00
AT3D-ML | 3525 71.75* 37.50 35.50 27.25| 79.00 99.25* 81.00 82.00 73.25| 29.00 50.25* 18.25 25.00 27.00
AT3D-P | 63.75 98.50* 66.75 73.00 52.00| 92.50 100.0* 87.50 96.00 88.50 | 48.25 91.00* 21.25 49.75 42.00
2D-MIM | 13.75 40.50 35.50 93.25* 3.50 | 53.25 88.25 76.25 100.0* 13.25| 18.50 21.50 23.00 85.00* 1.75
ResNet50 2D-EOT | 20.50 65.00 48.50 100.0* 13.25| 72.50 96.25 86.50 100.0* 43.00 | 34.50 49.75 36.25 99.00* 4.25
AT3D-M | 32.75 4475 35.25 65.00* 26.50 | 74.75 85.00 76.75 97.00* 71.25| 28.50 23.00 17.25 48.75* 26.50
AT3D-ML | 34.00 44.50 34.75 65.25* 27.25| 7450 84.50 75.50 97.00* 70.50 | 28.00 23.50 18.00 47.75* 26.50
AT3D-P | 59.75 74.75 56.25 99.00* 52.50 | 92.00 96.25 78.75 100.0* 88.50 | 46.00 52.00 20.75 91.25* 44.25
Table 3. The attack success rates (%) of the face recognition models on CelebA-HQ with adversarial meshes. * indicates white-box attacks.
Source Methods Eye Eye & Nose Respirator
Model Arc.  Mob. Cos. Res. API-1| Arc. Mob. Cos. Res. API-1| Arc. Mob. Cos. Res. API-1
{a, B} |77.75% 5775 53.00 47.75 47.75]98.25* 89.75 77.50 82.50 84.25(67.25* 32.00 17.75 31.00 39.50
ArcFace {r} 86.50* 57.00 53.25 51.00 41.50 |98.50* 89.00 73.50 98.50 77.50 |73.25% 34.00 19.75 33.50 42.50
{a, B, 7}]96.50* 71.00 59.00 66.25 53.75|100.0* 95.00 82.00 93.75 87.00 |91.00* 45.50 21.75 45.00 50.25
{a, B} | 49.25 83.25* 52775 5250 43.00 | 83.25 99.00* 77.75 88.00 81.75| 34.00 69.25* 17.50 29.50 32.00
MobileFace {r} 50.75 90.00* 57.75 59.00 43.00 | 85.75 99.75* 77.00 89.50 78.00 | 38.25 70.00* 20.25 34.50 37.50
{a, B, 7} | 63.75 98.50* 66.75 73.00 52.00 | 92.50 100.0* 87.50 96.00 88.50 | 48.25 91.00* 21.25 49.75 42.00
{a, B} | 4325 5575 47.25 86.00% 43.50 | 82.00 89.25 75.25 98.50* 80.25| 32.25 32.75 18.00 67.50* 34.00
ResNet50 {r} 4450 59.50 49.75 89.50* 42.50 | 79.75 88.50 72.00 99.00* 78.00 | 34.50 34.00 18.50 73.00* 36.00
{a, B, 7} | 59.75 7475 56.25 99.00* 52.50 | 92.00 96.25 78.75 100.0* 88.50 | 46.00 52.00 20.75 91.25* 44.25

Table 4. The attack success rates (%) of different coefficients on CelebA-HQ with adversarial meshes. * indicates white-box attacks.

Fig. 3, which are easily detectable by face anti-spoofing.
As for 3D attacks, AT3D-ML can enhance smoothness by
using multiple losses in mesh-based optimization (as vi-
sually presented in Appendix C). However, we found that
these losses cannot promote more transferable adversarial
meshes. As a whole, AT3D-P can obviously obtain the best
black-box attack success of face recognition models among
all 2D and 3D attacks in most testing settings. The reason
is that AT3D-P fully leverages low-dimensional optimiza-
tion based on 3DMM, making generated adversarial meshes
more effective and transferable for black-box models. In
addition, we will have priority to select Eye&Nose for con-
ducting practical attacks considering its effectiveness.
Better visual quality. To further examine the natural-
ness of crafted adversarial samples, we perform experi-
ments with different n. Fig. 5 shows the evaluation results of
AT3D-M and AT3D-P w.r.t naturalness and black-box trans-
ferability. As 7 increases, the generated meshes of AT3D-
M present worse visual quality, and expose flying vertices
problems. As a comparison, AT3D-P can consistently ob-
tain smooth appearances meanwhile acquiring better attack
success rates. This tendency is also verified by common dis-
tances of evaluating naturalness, as detailed in Appendix C.

4.2.1 Ablation Study

Initialization. In Table 2, we exploit different initializa-
tion to demonstrate the effectiveness in the shape and tex-

ture space, e,g., pasting uniform noises, original attacker
and victim image. Adopting the initialization of the victim
performs better among all black-box testings. Furthermore,
the best performance can be achieved when adopting the
pose of the victim to consistently fit the attacker’s face, de-
noted as A-Victim. The semantic feature between the vic-
tim’s face and the final crafted mesh is usually closer than
that between the random noise and the final mesh. Thus an
adversary would prefer to accelerate the optimization pro-
cess and potentially alleviate overfitting by benefiting from
the initialization of the victim.

Coefficients of 3DMM. We conduct an ablation study as
shown in Table 4 to investigate the coefficients of 3DMM.
Optimizing the coefficients {c, 3,7} can obtain a better
effective performance than its subsets {c, 3} and {7}. This
also indicates that adversarial meshes benefit from texture
and shape space in the optimization phase, making them
more effective in white-box and black-box testing.

4.3. Experiments in the Physical World

In this section, we conduct 50 attacker-to-victim pairs to
conduct the experiments to verify the effectiveness of the
proposed method in the physical world. The procedure is
evaluated by: 1) taking a face photo of a volunteer with a
fixed camera under natural light; 2) crafting adversarial tex-
tured meshes for each volunteer; 3) achieving 3D printing
and pasting them on real faces of the volunteers; 4) test-
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API-2

85.99 H

Access Control System

Figure 7. Experimental results of physical attacks by wearing the 3D adversarial meshes, which can achieve effective impersonation attacks
on two recognition APIs, one mobile phone and one automated access control system.

ing the attack performance against practical face recogni-
tion system. We also provide 3D-printed techniques and
testing details in Appendix D.

Misleading commercial recognition APIs. The work-
ing mechanism and training data in APIs are completely
known for us. As illustrated in Table 5 and Fig. 7, black-
box APIs obtain very low similarity when identifying the
attackers as the corresponding target identities at first. Af-
ter wearing the adversarial meshes, the attackers can suc-
cessfully impersonate the target identities, as predicted by
the model. These results illustrate the effectiveness of our
method against the commercial face recognition APIs. The
main reason is that AT3D benefits from appropriate topol-
ogy and effective optimization, and presents consistent ef-
fectiveness in the both digital and real world.

Bypassing defensive mechanisms. To verify the effec-
tiveness of AT3D-P in face anti-spoofing, we choose several
strong commercial face anti-spoofing APIs. The crafted ad-
versarial images by AT3D-P will be fed into the black-box
API for evaluating the performance. As shown in Table 5,
we can obtain a steady performance on passing the face
anti-spoofing API with a high success rate. Thus 3D attacks
are also conducive to passing commercial face anti-spoofing
due to realistic and versatile characteristics.

Evaluation on practical commercial systems. We fur-
ther conduct physical experiments on multiple commercial
systems, including prevailing mobile phones and automated
surveillance systems. For the device S-1, we can easily
import the victims’ information in batches into the system
when achieving attacker-to-victim adversarial testing. For
S-2, S-3 and S-4, we only import every victim’s information
in sequence into the system. Considering the limited re-
sources and complicated procedures for these three devices,
we randomly choose 10 pairs to conduct these experiments.
As shown in Table 6, our method also obtains consistent ef-
fective performance in these challenging devices. We will

Face Recognition Face Anti-spoofing
API-1  API-2 API-3 | D-1 D-2 D-3 D4
Origin | 22.21 8.50  24.09 - - - -
AT3D | 82.45 8420 74.87 |46/50 48/50 41/50 48/50

A | +60.24 +75.70 +50.78| - - - -

Table 5. The mean similarity (%) or passing number of 50 physical
pairs with printed adversarial meshes against APIs.

S-1 S-2  S3 S-4
23/50 6/10 7/10 3/10

Physical Evaluation

Table 6. The passing number of printed adversarial meshes against
the practical systems that achieved face recognition and defense.

present all detailed results in Appendix D for every testing
pair against different recognition systems.

5. Conclusion

In this paper, we developed effective and practical ad-
versarial textured 3D meshes with an elaborate topology to
evade the defenses. Besides, we proposed to perturb the
low-dimensional coefficients from 3DMM, which signif-
icantly improves black-box transferability meanwhile ob-
taining faster search efficiency and better visual quality. Ex-
tensive experiments demonstrate that our method can con-
sistently mislead multiple commercial recognition systems.
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