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Figure 1. Method and dataset. We propose a method that leverages personalized human avatars to segment merged (A) 4D textured scans
of multiple closely interacting humans. Based on the (B) instance meshes (with vertex-level contact annotations) we obtained in 3D space,
we further provide (C) instance segmentation masks in 2D and 3D, (D) registered parametric body models with contact annotations.

Abstract

We propose Hi4D, a method and dataset for the auto-
matic analysis of physically close human-human interaction
under prolonged contact. Robustly disentangling several
in-contact subjects is a challenging task due to occlusions
and complex shapes. Hence, existing multi-view systems
typically fuse 3D surfaces of close subjects into a single,
connected mesh. To address this issue we leverage i) in-
dividually fitted neural implicit avatars; ii) an alternating
optimization scheme that refines pose and surface through
periods of close proximity; and iii) thus segment the fused
raw scans into individual instances. From these instances
we compile Hi4D dataset of 4D textured scans of 20 sub-
ject pairs, 100 sequences, and a total of more than 11K
frames. Hi4D contains rich interaction-centric annotations
in 2D and 3D alongside accurately registered parametric
body models. We define varied human pose and shape esti-
mation tasks on this dataset and provide results from state-
of-the-art methods on these benchmarks. Hi4D dataset can
be found at https://ait.ethz.ch/Hi4D.

1. Introduction

While computer vision systems have made rapid
progress in estimating the 3D body pose and shape of
individuals and well-spaced groups, currently there are
no methods that can robustly disentangle and reconstruct
closely interacting people. This is in part due to the lack of
suitable datasets. While some 3D datasets exist that contain
human-human interactions, like ExPI [72] and CHI3D [22],
they typically lack high-fidelity dynamic textured geometry,
do not always provide registered parametric body models
and do not always provide rich contact information and are
therefore not well suited to study closely interacting people.

Taking a first step towards future AI systems that are
able to interpret the interactions of multiple humans in close
physical interaction and under strong occlusion, we pro-
pose a method and dataset that enables the study of this
new setting. Specifically, we propose Hi4D, a compre-
hensive dataset that contains segmented, yet complete 4D
textured geometry of closely interacting humans, along-
side corresponding registered parametric human models, in-
stance segmentation masks in 2D and 3D, and vertex-level
contact annotations (see Fig. 1). To enable research to-
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Dataset Multi-view Images Temporal
Reference Data Modalities

3D Pose Format Textured Scans Contact Annotations Instance Masks
ShakeFive2 [23] ✓ Joint Positions
MuPoTS-3D [53] ✓ ✓ Joint Positions
ExPI [72] ✓ ✓ Joint Positions ✓
MultiHuman [77] Parametric Body Model† ✓
CHI3D [22] ✓ ✓ Parametric Body Model region-level (631 events)
Hi4D (Ours) ✓ ✓ Parametric Body Model ✓ vertex-level (> 6K events) ✓

Table 1. Comparison of datasets containing close human interaction. †In [77] registrations are not considered as ground-truth.

wards automated analysis of close human interactions, we
contribute experimental protocols for computer vision tasks
that are enabled by Hi4D.

Capturing such a dataset and the corresponding anno-
tations is a very challenging endeavor in itself. While
multi-view, volumetric capture setups can reconstruct high-
quality 4D textured geometry of individual subjects, even
modern multi-view systems typically fuse 3D surfaces of
spatially proximal subjects into a single, connected mesh
(see Fig. 1, A). Thus deriving and maintaining complete,
per subject 4D surface geometry, parametric body registra-
tion, and contact information from such reconstructions is
non-trivial. In contrast to the case of rigid objects, simple
tracking schemes fail due to very complex articulations and
thus strong changes in terms of geometry. Moreover, con-
tact itself will further deform the shape.

To address these problems, we propose a novel method
to track and segment the 4D surface of multiple closely in-
teracting people through extended periods of dynamic phys-
ical contact. Our key idea is to make use of emerging neu-
ral implicit surface representations for articulated shapes,
specifically SNARF [13], and create personalized human
avatars of each individual (see Fig. 2, A). These avatars
then serve as strong personalized priors to track and thus
segment the fused geometry of multiple interacting people
(see Fig. 2, B). To this end, we alternate between pose opti-
mization and shape refinement (see Fig. 3). The optimized
pose and refined surfaces yield precise segmentations of the
merged input geometry. The tracked 3D instances (Fig. 1,
B) then provide 2D and 3D instance masks (Fig. 1, C),
vertex-level contact annotations (Fig. 1, B), and can be used
to register parametric human models (Fig. 1, D).

Equipped with this method, we capture Hi4D, which
stands for Humans interacting in 4D, a dataset of humans
in close physical interaction alongside high-quality 4D an-
notations. The dataset contains 20 pairs of subjects (24
male, 16 female), and 100 sequences with more than 11K
frames. To our best knowledge, ours is the first dataset con-
taining rich interaction-centric annotations and high-quality
4D textured geometry of closely interacting humans.

To provide baselines for future work, we evaluate several
state-of-the-art methods for multi-person pose and shape
modeling from images on Hi4D in different settings such

as monocular and multi-view human pose estimation and
detailed geometry reconstruction. Our baseline experi-
ments show that our dataset provides diverse and challeng-
ing benchmarks, opening up new directions for research. In
summary, we contribute:

• A novel method based on implicit avatars to track and
segment 4D scans of closely interacting humans.

• Hi4D, a dataset of 4D textured scans with correspond-
ing multi-view RGB images, parametric body models,
instance segmentation masks and vertex-level contact.

• Several experimental protocols for computer vision
tasks in the close human interaction setting.

2. Related Work
Instance Segmentation. Most works that tackle human in-
stance segmentation [45–47, 63, 68] or object detection in
general [10, 24, 28, 39, 40, 48, 58, 59] are only applicable to
the 2D domain. These methods do not naı̈vely transfer to
the 3D domain [29]. For 3D instance segmentation, pre-
vious work predominantly focuses on scene understanding
that does not include humans [16, 20]. Thus, 3D instance
segmentation of humans in close interactions is a relatively
under-explored task. Unlike static objects, humans undergo
articulated motion, interact dynamically with surroundings,
and cannot be represented by simple geometric primitives,
which makes human-centric 3D instance segmentation in-
herently challenging. To address this challenging problem,
we create personalized human avatars of each individual
and subsequently leverage them as priors to track and seg-
ment closely interacting 3D humans.
Human Pose and Shape Modeling. Explicit body mod-
els [3, 37, 50, 57, 74] are widely used for human modeling
in computer vision and computer graphics. Because of their
low-dimensional parameter space and fixed topology of the
underlying 3D mesh, they are well suited for learning tasks
like fitting to RGB images [15, 38, 41, 43, 44, 57, 66], RGB-
D [8, 14, 75], or sparse point clouds [49, 52]. Yet, the fixed
3D topology limits the maximum resolution and the ex-
pressive power to represent individual features and clothing.
While there have been efforts to alleviate this [1,2,6,25,51],
recent attention has turned to the use of implicit representa-
tions to tackle these limitations. [13, 17, 62, 70] have shown
promising results for modeling articulated clothed human
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Figure 2. Method overview. (A) Dynamic Personalized Priors: We build individual personalized implicit avatars from 4D posed scans of
each subject by modeling shape and deformation fields in canonical space following [13]. (B) Instance Segmentation During Interaction:
We then leverage the pre-built individual avatars to track and segment the raw 4D scans of multiple closely interacting people through
extended periods of dynamic physical contact by optimizing pose and shape in an alternating manner (cf . Fig. 3 for more details).

bodies in 3D. Among these, SNARF [13] achieves state-
of-the-art results and shows good generalization to unseen
poses. We thus use it as a building block in our method,
which - according to our ablations - is the more suitable
choice than an explicit body model.
Multi-Person Pose and Shape Estimation. Compared to
the remarkable progress that has been made in estimating
pose and shape of single humans from images or videos
[26, 32, 33, 36, 38, 43, 44, 60, 61, 65, 73, 78], not much atten-
tion has been paid to multi-person pose and shape estima-
tion for closely interacting humans. Multi-person estima-
tors, e.g. [18, 19, 34, 41, 42, 55, 66, 67, 71], mainly deal with
the case where people are far away from each other and
do not interact naturally in close range. While the works
of [76, 77] show more closely interacting people, the focus
lies more on occlusions caused by this scenario and the ac-
tual contact between body parts is often limited. [22] study
closer human interactions in a similar setting to ours, but
without textured scans. Their method to disentangle in-
teracting people is fundamentally different from ours and
heavily relies on manual annotations, which our method is
able to avoid through the designed optimization schema.
Close Human Interaction Datasets. There are several
contact-related datasets focusing on how humans interact
with objects or static scenes [7, 21, 27, 31, 69]. None of
them considers close interactions between dynamic hu-
mans. Of the datasets containing human-human interac-
tions [22, 23, 30, 35, 53, 72, 77] the most recent ones with
close human interactions are summarized in Tab. 1. Shake-
Five2 [23] and MuPoTS-3D [53] only provide 3D joint lo-
cations as reference data, lacking body shape information.
The most related dataset to ours is CHI3D [22], which em-
ploys a motion capture system to fit parametric human mod-
els of at most one actor at a time. CHI3D only provides
contact labels at body region-level and only for 631 frames,
whereas we provide vertex-level annotations at more than

6K instances. Furthermore, CHI3D does not contain tex-
tured scans, which are crucial to evaluate surface recon-
struction tasks. MultiHuman [77] provides textured scans of
interacting people, but only of 453 static frames and with-
out ground-truth level body model registrations. ExPI [72]
contains dynamic textured meshes in addition to 3D joint lo-
cations, but misses instance masks along with body model
registrations and contact information. Moreover, there are
only two pairs of dance actors in ExPI [72], thus lacking in
subject and clothing diversity. In contrast, our dataset Hi4D
encompasses a rich set of data modalities for closely inter-
acting humans.

3. Approach Overview
Vision-based disentanglement of in-contact subjects is a

challenging task due to strong occlusions and a priori un-
known geometries. Hence, multi-view systems typically
fuse 3D surfaces of close subjects into a single, connected
mesh. Here we detail our method to segment 4D scans of
closely interacting people to obtain instance-level annota-
tions. Our method makes use of three components: i) we fit
individual neural implicit avatars to frames without contact
(cf . Fig. 2, A & Sec. 4); ii) these serve as personalized pri-
ors in an alternating optimization scheme that refines pose
(Sec. 5.2) and surface (Sec. 5.3) through periods of close
proximity; and iii) thus segment the fused 4D raw scans
into individual instances (cf . Fig. 2, B & Sec. 5).

4. Dynamic Personalized Prior
To build personalized priors, we first capture 4D scans

for each subject during dynamic motion. Minimally clothed
parametric body models (here, SMPL) are registered to
these scans (Sec. 4.1). Next, detailed avatars are learned
for each subject (Sec. 4.2). We leverage these to alleviate
instance ambiguities during close interaction (Sec. 5).
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Figure 3. Alternating optimization. (A) Given personalized avatars for each subject (Fig. 2), we jointly optimize the poses of each subject
Θp

t using a surface energy term. (B) With Θp
t and merged raw scans Mraw

t , we refine the shape network weights σp
t of the individual

avatars on the fly to maximally preserve the details and model contact-aware deformations. We alternate between optimizing (A) and (B)
for N iterations. Afterwards, the optimized Θp

t and refined σp
t serve as initialization for the optimization process at the next frame t+ 1.

4.1. Parametric Body Model Fitting

We register SMPL [50] to the individual scans to rep-
resent the underlying body and its pose. SMPL is de-
fined as a differentiable function that maps shape param-
eters β ∈ R10, pose parameters θ ∈ R72 and translation
t ∈ R3 to a body mesh M with 6890 vertices. Registering
the SMPL model is formulated as an energy minimization
problem over body shape, pose, and translation parameters:

E(β, θ, t) = λSES + λJEJ + λθEθ + λβEβ , (1)

where ES denotes the bi-directional distances between the
SMPL mesh and the corresponding scan, and EJ is a 3D
keypoint energy between regressed SMPL 3D joints and
3D keypoints which are obtained via triangulation of 2D
keypoints detected in the multi-view RGB images [11].
Eθ and Eβ are prior terms to constrain human pose and
shape (cf . [9]). Each term is weighted with a corresponding
weight λ. See Sup. Mat. for more details.

To obtain high-quality registrations, the body shape β is
estimated in advance from a minimally clothed static scan
for each subject following [4, 5]. For registering SMPL to
clothed scans, we keep β fixed in Eq. (1). For brevity, we
summarize the parameters as Θ = (β, θ, t).

4.2. Human Avatar Learning

Neural implicit surfaces can be used to represent ar-
ticulated human bodies [13, 17, 62, 70]. We leverage
SNARF [13] for its generalization to unseen and challeng-
ing poses. Following [13] we use two neural fields to model
shape and deformation in canonical space:

• Shape Field: fσ is used to predict the occupancy
probability ô (xc,Θ) of any 3D point xc in canonical

space, where 1 is defined as inside and 0 as outside.
The SMPL pose parameters are provided as an input
to model pose-dependent deformations. The canon-
ical shape is implicitly defined as the 0.5 level set
C = { xc | fσ(xc,Θ) = 0.5 }.

• Deformation Field: wω denotes a person-specific,
canonical deformation field. It transforms the acquired
shape to a desired pose Θ via linear blend skinning
(LBS) with learned deformation field.

Correspondence Search. Given a query point sampled
in deformed space xd, [13] determines its correspondence
xc in canonical space via iterative root finding such that it
satisfies the forward skinning function xd = dω(xc,Θ).
Training Losses. The implicit model is then trained via
binary cross entropy LBCE (ô (xd,Θ) , oraw (xd)), formed
between the predicted occupancy ô (xd,Θ) and the ground-
truth occupancy oraw (xd) of points xd in deformed space.
Mesh Extraction. We use Multiresolution IsoSurface Ex-
traction (MISE) [54] to extract meshes C from the continu-
ous occupancy fields in canonical space:

C = MISE(fσ,Θ). (2)

The canonical shape can be deformed to posed space via
linear blend skinning using the learned deformation field
wω . For brevity, we denote this deformation as

D = LBS(C,wω,Θ). (3)

5. Instance Segmentation During Interaction
Given pre-built individual implicit avatars obtained in

Sec. 4, our goal is to track and segment the 4D scans
through extended periods of dynamic physical contact. To
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Algorithm 1 Alternating optimization to estimate SMPL
parameters Θp

t and refine shape network weights σp
t for

each frame t1 ⩽ t ⩽ tτ in which contact happens.

Θp
t0
← Initial SMPL parameters of subject p at t0

σp
t0
← Initial shape network weights of subject p at t0

for t = t1, . . . , tτ do
Θp

t
(0) ← Θp

t−1

σp
t
(0) ← σp

t−1

for n = 1, . . . , N do
Θp

t
(n) ← Pose Optimization (Eq. (4), Sec. 5.2)

σp
t
(n) ← Shape Refinement (Eq. (7), Sec. 5.3)

end for
Θp

t ← Θp
t
(N)

σp
t ← σp

t
(N)

end for

this end, we leverage the avatars as priors to compensate
for ambiguities caused by contact. The process includes
the following steps: i) given the last frame t0 before con-
tact, we initialize pose parameters from the still separated
scans (Sec. 5.1); ii) starting from the first frame with con-
tact, we then jointly refine the pose parameters Θp

t for all
P subjects p ∈ {1, . . . , P} in the scene via minimization
of a surface energy term (Sec. 5.2); iii) we further refine
the implicit shape network weights σp

t on the fly through-
out the interaction sequence, using the optimized poses and
raw scans which at this point are merged. This leads to
maximal preservation of details and allows modelling of
contact-aware deformations (Sec. 5.3). Steps ii) and iii)
are performed in an alternating fashion for N steps. To be
noted, this is a tracking process over time. The method is
illustrated in Fig. 3 and Alg. 1.

5.1. Initialization

We denote the last frame without physical contact by t0
and denote the last frame with contact by tτ . We register the
SMPL model to separated scans to obtain the initial pose
parameters Θp

0 for each subject. We further use Θp
0 and the

corresponding avatar to extract the canonical shape Cp
0 for

each subject p via Eq. (2). During frames t ∈ {t1, . . . , tτ}
with physical contact, the raw scan Mraw

t is fused together.
To track through this period, we initialize the shape Cp

t for
each subject from the last frame Θp

t−1.

5.2. Pose Optimization

To obtain the SMPL parameters Θp
t for contact frames,

we optimize the following objective:

L = λs2mLs2m(Mraw
t ,

P⋃
p=1

Dp
t ) + λregLreg, (4)

where Ls2m encourages the union of the posed meshes
Dp

t = LBS(Cp
t ,wσw

,Θp
t ) (Eq. (3)) to align with the fused

input scan Mraw
t by optimizing the SMPL parameters of

each subject Θp
t jointly. Lreg is a regularization term:

Lreg =

P∑
p=1

Ls2m(Dp
t ,M

p
t ) + λΘLΘ(Θ

p
t ). (5)

The term Ls2m(Dp
t ,Mp) ensures that the SMPL template

Mp aligns well with each subject’s deformed surface and
LΘ is a prior penalizing unrealistic human poses (cf . [9])
and λ(·) denote the corresponding weights. The scan-to-
mesh loss term Ls2m is defined in Supp. Mat.

5.3. Shape Refinement

After the pose optimization stage, we refine the shape
networks fσp

t
of each avatar to retain high-frequency details

and to model contact-induced deformations. To achieve
this, we sample points xd on the raw scan Mraw

t and find
canonical correspondences xp

c per subject, given the opti-
mized poses Θp

t . For each xc, the shape network fσp
t

pre-
dicts the subject-specific occupancy ôpt (Sec. 4.2). The final
occupancy prediction ôt of the sampled query point xd is
composited as the union over the individual predictions ôpt :

ôt = max
p∈{1,...,P}

[ôpt ] = max
p∈{1,...,P}

[fσp
t
(xd,Θ

p
t )]. (6)

We then refine the shape network weights σp
t of the avatars

by minimizing the loss:

L = LBCE(ôt, o
raw
t ) + λcollLcoll (7)

where LBCE(ôt, o
raw
t ) is the binary cross entropy between

the composited occupancy prediction and the corresponding
point orawt on the input scan. This encourages segmented
avatars to, together, align well with the fused scan.

A key challenge is to correctly model contact-induced
deformation. Recall that the avatars are initialized from
non-contact frames and hence do not yet account for the
flattening of clothing and soft tissue due to contact. There-
fore, the pose optimization step will cause surfaces that are
in contact to intersect. To alleviate this, we select points
that are predicted to be inside multiple subjects by query-
ing the individual occupancies. We denote this subset of
points as S = {xd | ôit(xd) > 0.5, ôjt (xd) > 0.5 ∀ i ∈
{1, . . . , P}, j ∈ {1, . . . , P}, i ̸= j}. We then penalize in-
terpenetration of surfaces via Lcoll:

Lcoll =
1

|S|
∑
xd∈S

ϕ(ôit(xd)) · ϕ(ôjt (xd)), (8)

where ϕ(ôt(xd)) = max(ôt(xd) − 0.5, 0). Intuitively, we
ask that the uniformly sampled 3D points do not result in
occupancy values of 1 (i.e., inside) for multiple shapes si-
multaneously. Instead, the shape networks are optimized
such that the surfaces adhere to contact deformation.
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6. Dataset
We believe that with Hi4D we contribute a valuable tool

for the community working on human-to-human close in-
teraction. For a detailed list of its contents and comparison
to existing datasets, please refer to Tab. 1 and Supp. Mat.

We recruited 20 unique pairs of participants with varying
body shapes and clothing styles to perform diverse interac-
tion motion sequences of a few seconds, such as hugging,
posing, dancing, and playing sports. We collected 100 in-
dependent clips with 11K frames in total and more than
6K frames of them with physical contact. Contact anno-
tations in Hi4D cover over 95 % of the parametric human
body. The contact coverage and contact frequency of Hi4D
is shown in Fig. 4.

(A) Contact Coverage

(B) Contact Frequency

1

0

w/ contact

w/o contact

Figure 4. Contact coverage and frequency of Hi4D.

7. Experiment
We conduct ablations on Hi4D to verify our design

choices (Sec. 7.1) and to compare with baselines (Sec. 7.2).
We consider the following metrics for reconstruction eval-
uation: volumetric IoU (mIoU) [%], Chamfer distance (C-
L2) [cm], point-to-surface distance (P2S) [cm], and normal
consistency (NC) [%].

Method IoU ↑ C-L2 ↓ P2S ↓ NC ↑
Ours (w/o shape refine) 0.982 0.36 0.37 0.934
Ours (w/o alternating opt.) 0.938 0.48 0.46 0.927

SMPL+D 0.983 0.24 0.30 0.927

Ours 0.989 0.22 0.23 0.945

Table 2. Quantitative Results. Ablations to evaluate our method
without the shape refinement stage and without alternating opti-
mization and comparison to the SMPL+D baseline.

7.1. Ablation Study

Shape Refinement. We compare our full optimization
pipeline to a version without the shape refinement stage

Scan
 Ours (w/o shape refine)
 Ours


Figure 5. Qualitative ablation (shape refinement). The shape
refinement stage better models the contact-aware deformation.

Scan
 Ours (w/o alternating opt.)
 Ours


Figure 6. Qualitative ablation (alternating optimization). Opti-
mizing poses and shape networks alternatingly improves results in
areas with heavy contact.

Scan
 Ours
Ours (w/o collision loss)


Figure 7. Importance of collision loss. Instance meshes intersect
each other in contact areas if we remove the collision loss term.

(Sec. 5.3). From Fig. 5, we observe that the details in the
cloth are not accurately modelled if we do not further refine
the shape network weights. Moreover, without the shape
refinement stage, the method fails to model the contact-
aware cloth deformations (e.g. the right hand of the blue col-
ored person is occluded by the other person’s cloth). Note
that such deformations only occur with physical contact be-
tween people and cannot be learned from individual scans.
The quantitative results in Tab. 2 also support the benefits
of the shape network refinement.
Alternating Optimization. We compare our alternating
optimization with an approach where poses and shape net-
works are optimized concurrently. We observe that in this
case, it is hard to disambiguate body parts of different sub-

17021



Setting Method MPJPE ↓ MVE ↓ NMJE ↓ NMVE ↓ F1 ↑ PCDR0.10 ↑ CD ↓

Monocular
PARE [42] 87.6 106.5 95.3 115.9 0.919 0.610 297.7
ROMP [66] 93.0 116.2 93.2 116.4 0.998 0.613 338.0
BEV [67] 92.5 113.7 92.6 113.8 0.999 0.745 295.8

Multi-view
MVPose (4-views) [18] 61.3 78.3 67.0 85.4 0.917 0.957 234.8
MVPose (8-views) [18] 50.3 61.8 51.8 63.6 0.971 0.972 166.8

Table 3. SMPL estimation. Results of monocular and multi-view SMPL estimation methods on Hi4D (cf . Sec. 8.1 and Fig. 8).

Setting Method IoU ↑ C-L2 ↓ P2S ↓ NC ↑

Monocular PIFuHD [61] 0.761 3.02 2.89 0.755
ICON [73] 0.780 2.76 2.54 0.762

Multi-view DMC [77] (4-views) 0.893 1.78 1.82 0.832
DMC [77] (8-views) 0.906 1.64 1.60 0.851

Table 4. Detailed geometry reconstruction. Results of monoc-
ular and multi-view detailed geometry reconstruction methods on
Hi4D (cf . Sec. 8.2 and Fig. 9).

jects in the contact area (cf . Fig. 6). Our alternating pipeline
can better disentangle the effects of the pose and shape net-
work. The quantitative results of Tab. 2 also confirm this.
Collision Loss. Without penalizing the collision of the two
occupancy fields, one person’s mesh might be partially in-
tersected by the other person in the contact area, as we see
from Fig. 7. We quantitatively measure the interpenetration
by calculating the intersection volume between the individ-
ual segmented meshes. With the collision loss term defined
in Eq. (8), the average intersection volume decreases from
11.62× 10−4 m3 to 5.82× 10−4 m3 by 49.91%.

7.2. Comparison Study

SMPL+D Baseline. A straightforward baseline for our task
is to directly track multiple clothed SMPL body template
meshes. We define this baseline as the SMPL+D (cf . [4,5])
tracking baseline. It tracks the 3D geometry of close in-
teracting people at each frame by estimating the individual
displacement of each SMPL vertex and each subject. We
optimize these displacement fields and the SMPL body pa-
rameters in a similar alternating manner as we do in our
proposed method. For more implementation details please
refer to the Supp. Mat. Quantitatively, our proposed method
with personalized priors outperforms the SMPL+D baseline
on all metrics (Tab. 2). The optimized SMPL+D models do
not have any personalized prior knowledge from which we
can infer when substantial instance ambiguity exists. We
show qualitative results in the Supp. Mat.

8. Benchmark Baselines
We define several standard vision benchmarks conducted

on the Hi4D dataset. These benchmarks include monocular
SMPL estimation, multi-view SMPL estimation, monoc-
ular detailed geometry reconstruction and multi-view de-
tailed geometry reconstruction. We evaluate several base-

line methods on each of these tasks and demonstrate exper-
imentally that our Hi4D dataset is challenging, thus opening
many doors for future research.

8.1. SMPL Estimation

Evaluation Protocol. Hi4D provides multi-view RGB se-
quences with corresponding SMPL body registrations of
the interacting people. For the SMPL estimation task, we
mainly follow the evaluation protocol of AGORA [56]. For
the monocular setting, MPJPE [mm] and MVE [mm] are
calculated after alignment to the pelvis. The NMJE [mm]
and NMVE [mm] are MPJPE and MVE errors normalized
by the F1 score respectively. We adopt the Percentage of
Correct Depth Relations (PCDR0.1 [%]) metric that is in-
troduced in [67] to evaluate depth reasoning. Contact Dis-
tances (CD [mm]) measures the distances between contact
correspondences annotated in our dataset.
Monocular Setting. We evaluate one top-down method
(PARE [42]) and two bottom-up methods (ROMP [66] and
BEV [67]) for the monocular SMPL estimation task. From
Tab. 3 we see that all methods have a relatively high MPJPE
and MVE, demonstrating that current methods are not ro-
bust enough when strong human-human occlusion occurs.
All methods fail to provide the reasonable spatial arrange-
ment and contact relation, as shown in metric CD and Fig. 8.
Multi-View Setting. Most of the multi-view pose estima-
tion methods still focus only on skeleton estimation with-
out taking body shape into account. We evaluate the open-
sourced multi-view SMPL estimation method MVPose [18]
on 4-view and 8-view settings. Although in the multi-view
setting, MVPose achieves lower MPJPE and MVE, heavy
interpenetration, and inaccurate poses in 3D space still ex-
ist, especially in the contact area (cf . Fig. 8).

8.2. Detailed Geometry Reconstruction

Evaluation Protocol. Hi4D provides high-quality 4D
scans, which can serve as ground truth for the detailed ge-
ometry reconstruction task. We apply the same metrics de-
scribed in Sec. 7 to measure the reconstruction accuracy.
Monocular Setting. Most of the existing monocular mesh
reconstruction methods focus on the single-person scenario
without any occlusion. We extend two methods for single-
person geometry reconstruction PIFuHD [61] and ICON
[73] to handle the multi-person case. For implementation
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Figure 8. SMPL estimation. First row: results in 2D image space. Second row: results in an alternative 3D view (cf . Sec. 8.1).

Input PIFuHD (monocular) ICON (monocular) DMC (4-views) DMC (8-views) GT

Figure 9. Detailed geometry reconstruction. Results of monocular and multi-view methods together with the GT of Hi4D (cf . Sec. 8.2).

details please refer to the Supp. Mat. From Fig. 9, we can
observe that both methods are not robust against human-
human occlusions and fail to produce high-quality recon-
structions. Tab. 4 quantitatively shows that current single-
person methods cannot achieve satisfactory reconstructions
when directly extended to the challenging multi-person sce-
nario. We believe that Hi4D provides the necessary data to
unlock next-generation methods to reconstruct detailed ge-
ometry from monocular RGB sequences depicting closely
interacting humans.
Multi-View Setting. We evaluate the method DMC [77] in
both the 4-view and 8-view settings. Qualitative results in
Fig. 9 show that although DMC can correctly reconstruct
the geometry globally, artifacts still exist, cf . the hands and
feet of the person colored in yellow. Tab. 4 further high-
lights the opportunities for improvement on this task.

9. Conclusion

In this paper, we propose a method to track and segment
4D scans of multiple people interacting in close range with
dynamic physical contact. To do so we first build a per-

sonalized implicit avatar model for each subject and then
refine pose and shape network parameters given fused raw
scans in an alternating fashion. We further introduce Hi4D,
a dataset consisting of close human interaction with high-
quality 4D textured scans alongside corresponding multi-
view RGB sequences, instance segmentation masks in 2D
and 3D, registered parametric body models and vertex-level
contact annotations. We define several vision benchmarks,
such as monocular and multi-view human pose estimation
and detailed geometry reconstruction conducted on Hi4D.

Limitations. Currently, our method does not model hands
or facial expressions explicitly. We see the integration of
more expressive human models e.g. [64] as a fruitful fu-
ture direction. Furthermore, the optimization schema of our
method is not very computationally efficient. The optimiza-
tion can be accelerated remarkably by upgrading the current
deformer to a faster version [12].
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