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Abstract

Large-scale vision-language models (VLMs) pre-trained
on billion-level data have learned general visual represen-
tations and broad visual concepts. In principle, the well-
learned knowledge structure of the VLMs should be inherited
appropriately when being transferred to downstream tasks
with limited data. However, most existing efficient transfer
learning (ETL) approaches for VLMs either damage or are
excessively biased towards the prior knowledge, e.g., prompt
tuning (PT) discards the pre-trained text-based classifier and
builds a new one while adapter-style tuning (AT) fully relies
on the pre-trained features. To address this, we propose a
new efficient tuning approach for VLMs named Task Resid-
ual Tuning (TaskRes), which performs directly on the text-
based classifier and explicitly decouples the prior knowledge
of the pre-trained models and new knowledge regarding a
target task. Specifically, TaskRes keeps the original classifier
weights from the VLMs frozen and obtains a new classifier
for the target task by tuning a set of prior-independent pa-
rameters as a residual to the original one, which enables re-
liable prior knowledge preservation and flexible task-specific
knowledge exploration. The proposed TaskRes is simple
yet effective, which significantly outperforms previous ETL
methods (e.g., PT and AT) on 11 benchmark datasets while
requiring minimal effort for the implementation. Our code is
available at https://github.com/geekyutao/TaskRes.

1. Introduction

Over the past decade, deep learning-based visual recogni-
tion models [10, 18, 28, 55, 58] have achieved great success.
These state-of-the-art models are often trained on a large
amount of image and discrete label pairs. The discrete la-
bel is generated by converting a detailed textual description,
e.g., “American curl cat”, into a simple scalar, which strik-
ingly eases the computation of loss function. However, this
also results in two evident limitations: (i) the rich semantics
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Figure 1. Performance comparison between Zero-shot CLIP
[49], CoOp [73], CLIP-Adapter [15], Tip-Adapter-F [71] and our
TaskRes on ImageNet with few shot settings.

in the textual description are underused, and (ii) the trained
models are limited to recognizing the close-set classes only.

Recent large-scale vision-language model (VLM) pre-
training [1, 23, 33, 49, 69] eliminates those limitations by
learning visual representations via textual supervision. For
instance, texts and images are encoded and mapped into a
unified space via a contrastive loss during pre-training [49].
The pre-trained text encoder can then be used to synthesize
a text-based classifier for image recognition given the corre-
sponding natural language descriptions as shown in Figure 2
(a). Those pre-trained VLMs have demonstrated a powerful
transferability on a variety of downstream tasks in a zero-shot
manner. However, the effectiveness of the aforementioned
models heavily relies on their large-scale architectures and
training datasets. For instance, CLIP [49] has up to 428 mil-
lion parameters and is trained on 0.4 billion text-image pairs,
while Flamingo [1] boasts up to 80 billion parameters and is
trained on a staggering 2.1 billion pairs. This makes it im-
practical to fully fine-tune the model on downstream tasks in
a low-data regime.

For that reason, efficient transfer learning (ETL) [15,
71–73] on pre-trained VLMs has gained popularity. ETL
represents transfer learning to downstream tasks in both
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Figure 2. Illustration of (a) Zero-shot CLIP, (b) prompt tuning, (c) adapter-style tuning and (d) our proposed Task Residual Tuning (TaskRes).
Our method introduces a prior-independent task residual to the fixed pre-trained classifier (i.e., text embeddings of CLIP), being free of
running the text encoder every time or extra architecture design.

parameter- and data-efficient manner. The core of ETL is
twofold: (i) properly inheriting the well-learned knowledge
structure of VLMs, which is already transferable; (ii) effec-
tively exploring the task-specific knowledge given limited
data. However, most existing ETL approaches, i.e., prompt
tuning (PT) [72, 73] and adapter-style tuning (AT) [15, 71],
either damage the prior knowledge of VLMs or learn the
new knowledge of a task in an inappropriate/insufficient
way. For example, instead of using the pre-trained text-
based classifier, CoOp [73] (in Figure 2 (b)) is proposed
to learn a continuous prompt for synthesizing a completely
new one, which inevitably causes the loss of previous knowl-
edge. Consequently, CoOp underperforms Zero-shot CLIP
by 1.03%/0.37% in 1-/2-shot learning on ImageNet (see Fig-
ure 1). In contrast, CLIP-Adapter [15] preserves the pre-
trained classifier, but is excessively biased towards the prior
knowledge when learning a new task, i.e., it transforms the
pre-trained classifier weights to be task-specific as illustrated
in Figure 2 (c). This results in an inferior new knowledge
exploration, thereby a lower accuracy as shown in Figure 1.

For better ETL on pre-trained VLMs, we propose a
new efficient tuning approach named Task Residual Tuning
(TaskRes), which performs directly on the text-based classi-
fier and explicitly decouples the old knowledge of the pre-
trained models and the new knowledge for a target task.
The rationale is that the decoupling enables a better old
knowledge inheritance from VLMs and a more flexible task-
specific knowledge exploration, i.e., the learned knowledge
w.r.t. the task is independent on the old knowledge. Specif-
ically, TaskRes keeps the original classifier weights frozen
and introduces a set of prior-independent parameters that are
added to the weights. These additive parameters, tuned for
adaptation to the target task, are thus named “task residual”.

To gain insight into how TaskRes works, we perform ex-

tensive experiments across 11 benchmark datasets [73] and
conduct a systematic investigation of learned task residu-
als. The experimental results demonstrate that introducing
task residual can significantly enhance the transfer perfor-
mance. We visualize the correlation between the magnitude
of learned task residual and the difficulty of transferring a
pre-trained model to a downstream task, and observe that the
magnitude increases with the transfer difficulty. This sug-
gests the residual is automatically adapted to the task to fully
explore the new knowledge, thereby achieving a new state-
of-the-art performance on 11 diverse datasets. Furthermore,
it is worth noting that our method requires minimal effort for
the implementation, i.e., technically adding one line of code
only. Our contributions are summarized below:

• We for the first time emphasize the necessity of a
proper knowledge inheritance from pre-trained VLMs
to downstream tasks via ETL, reveal the pitfalls of exist-
ing tuning paradigms, and conduct an in-depth analysis
to manifest that decoupling the old pre-trained knowl-
edge and the new task-specific knowledge is the key.

• We propose a new efficient tuning approach named Task
Residual Tuning (TaskRes), which achieves a better old
knowledge inheritance from VLMs and a more flexible
task-specific knowledge exploration.

• TaskRes is convenient for use, which needs a few tuning
parameters and effortless implementation.

2. Related Work
2.1. Vision-Language Models

We mainly review the literature of vision-language mod-
els (VLMs) on language-driven visual representation learn-
ing (LDVRL) [2,9,11,14,17,25,29,31,49,52,56]. The core of
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LDVRL is to map texts (language) and images into a com-
mon space so that the text representations can be used for
visual classification. To achieve this, two encoders for texts
and images respectively, and specific loss functions as regu-
larization are needed.

Early works explore unsupervised pre-trained models [56]
or the skip-gram text modeling [14, 44, 45] for text embed-
ding while sparse coding and vector quantization [7, 56] or
Classeme features [11, 60] for visual encoding. For train-
ing objectives, MSE [56], self-supervised topic probabilities
matching [17] or multi-class logistic loss are adopted. How-
ever, those methods are limited to small datasets [9, 25, 31]
and weakly representative encoding backbones [7,56], which
tremendously hinders their transferability.

In contrast, recent works [23, 35, 49] have advanced pre-
vious ones by leveraging billion-level data of image-text
pairs from internet and super powerful neural networks, e.g.,
Transformers [10, 61, 62, 68, 70], for representation learn-
ing. By end-to-end pre-training with a contrastive loss,
large-scale VLMs demonstrate remarkable transferability on
various downstream tasks in a zero-shot evaluation man-
ner. Standing on the strong transfer capability of large-scale
vision-language pre-training, we further explore its potential
in efficient transfer learning.

2.2. Efficient Transfer Learning

Pre-training a neural network on large-scale datasets, e.g.,
ImageNet [8] and WebImageText [49], then fine-tuning it
on downstream tasks has been a common step of transfer
learning [36–38, 65–67]. Here, we mainly focus on effi-
cient transfer learning (ETL) on pre-trained VLMs. ETL
represents both parameter- and data-efficient transfer learn-
ing, in which a small number of parameters are tuned and
a small set of data is utilized. Existing works on ETL can
be grouped into two categories: prompt tuning [40, 72, 73]
and adapter-style tuning (AT) [15, 71]. Specifically, prompt
engineering [24, 54] is first explored to generate appropriate
discrete prompts for downstream tasks. Later, learning con-
tinuous prompts [39, 73] that can better adapt to a new task
shows a more advanced performance. However, these meth-
ods face two issues: (i) they need the pre-trained text encoder
to engage in the whole training, limiting its scalability and
increasing the computational overhead; (ii) they abandon the
well pre-trained text-based classifier and generate a new one,
which causes the loss of prior knowledge of VLMs.

AT-based methods [15, 71] solve the above issues by us-
ing the text encoder once for text-based classifier generation
and then focusing on adapting text/image features only. This
straightforward design can achieve even better performance,
but it heavily relies on the prior knowledge/pre-trained fea-
tures, which causes an inferior new knowledge exploration.
To address this, we propose a new efficient tuning approach,
Task Residual Tuning (TaskRes), for a better and more flexi-

ble task-specific knowledge learning by a prior-independent
“task residual”.

2.3. Few-Shot Learning

Few-shot learning (FSL) aims to adapt a model to novel
tasks/classes with a handful of labeled examples. Conven-
tional FSL methods [5, 13, 16, 41, 42, 53] often meta-learn
on abundant data from base classes for adaptive capabil-
ity. However, the need of learning on base datasets restricts
their scalability. Recent VLM pre-training works [23, 49]
offer an effective alternative, which does not require a base
dataset. They show that the pre-trained models can already
achieve astonishing performance on many downstream tasks
in a zero-shot manner. ETL [15, 73] can further boost the
performance. In this work, we propose a novel ETL method
for adapting VLMs to downstream tasks and evaluate its ef-
fectiveness on few-shot tasks.

3. Preliminaries
We briefly introduce the adopted VLM, i.e., contrastive

language-image pre-training (CLIP) [49], and recap two
mainstream approaches for ETL on VLMs, i.e., prompt tun-
ing and adapter-style tuning.

3.1. Contrastive Language-Image Pre-training

The CLIP model [49] is designed to obtain visual repre-
sentations through natural language supervision. It is trained
on 0.4 billion image-text pairs, where image features from
an image encoder and text features from a text encoder are
aligned within a unified embedding space using a contrastive
learning loss, allowing CLIP to effectively capture broad vi-
sual concepts and learn general visual representations. When
testing, CLIP can classify a query image into K possible
categories. This is achieved by calculating the cosine sim-
ilarity between a query image embedding z, obtained from
the image encoder with projection, and the text embeddings
{ti}Ki=1, which are derived by inputting texts (e.g., “a photo
of a {class}”) into the text branch. The predicted probability
for class i is formulated as

p(y = i|z) = exp(sim(z, ti)/τ)∑K
j=1 exp(sim(z, tj)/τ)

, (1)

where sim(·, ·) indicates cosine similarity and τ is the
learned temperature of CLIP.

3.2. Revisiting Previous Tuning Paradigms

Inspired by the success of ETL approaches in natural lan-
guage processing, e.g., prompt tuning [30, 34] and Adapter
[22], recent advances (e.g., CoOp [73] and CLIP-Adapter
[15]) borrow their ideas to ETL on VLMs.

CoOp, for the first time, introduces prompt tuning to
VLMs. Instead of using fixed text prompt contexts such as
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“a photo of a”, CoOp proposes to use M learnable context
vectors {vm}Mm=1 as the task-specific templates. The prompt
given to the text encoder then becomes {v1,v2, · · · ,vM , ci}
where ci is the embedding of class i. During the whole train-
ing process, CoOp keeps the parameters of pre-trained VLMs
frozen and only tunes the learnable vectors {vm}Mm=1.

Adapter-style tuning introduces additional modules ϕω(·)
with tunable parameters ω to the pre-trained models to trans-
form the pre-trained features f to new ones f ′. In general,
adapter-style tuning can be formulated as

f ′ = f + αϕω(f), (2)

where α is a scaling factor. In CLIP-Adapter, the adapter
module ϕω is composed of two linear transformation layers
and a ReLU activation between them. CLIP-Adapter investi-
gates both visual and text adapters, i.e., applying the adapter
module to the image and text branches of CLIP, respectively,
and shows that they have comparable performance. During
training on downstream tasks, adapter-style methods only
tune their adapter modules.

4. Approach
In this section, we start by identifying the pitfalls of the

existing ETL paradigms on VLMs. Those pitfalls motivate
us to propose a new ETL approach for VLMs, named Task
Residual Tuning (TaskRes). The proposed TaskRes is simple
yet can effectively avoid the pitfalls.

4.1. Pitfalls of Existing ETL Paradigms on VLMs

We rethink the usage of the prior knowledge from pre-
trained VLMs and the acquisition of the new knowledge
regarding downstream tasks. On the one hand, large-scale
VLMs trained with a vast amount of data have learned broad
visual concepts that are general for a wide range of down-
stream vision tasks, enabling homogenization [3]. The prior
knowledge should be well preserved when performing a
transfer. On the other hand, despite the huge data used in the
pre-training, inevitably, there are domain shifts or uncertain
concepts in downstream tasks. New knowledge specific to
the downstream tasks should be appropriately supplemented
to the prior knowledge. However, existing ETL paradigms
do not well consider the above principles and have the fol-
lowing two issues.

Pitfall 1: Lack of guarantees of prior knowledge preser-
vation in prompt tuning. While the weights of pre-trained
text branch modules (e.g., text encoder and projection) are
frozen in the prompt tuning paradigm, the original well-
learned classification boundary is more or less damaged.
This is because the tuning of input prompts ends up with
a new boundary that may forget the old knowledge with-
out explicit regularization. As a result, the performance of
prompt tuning is limited. For instance, the performance of

CoOp [73] is not as good as Zero-shot CLIP in 1-/2-shot
learning on ImageNet as shown in Figure 1.

Pitfall 2: Limited flexibility of new knowledge explo-
ration in adapter-style tuning. The data distributions in
downstream tasks often shift from the pre-training distri-
bution, and some task-specific or fine-grained visual con-
cepts/representations may not be well learned by pre-trained
VLMs, e.g., from CLIP [49] to satellite image dataset Eu-
roSAT [19]. Thus, the new knowledge regarding downstream
tasks needs to be appropriately explored. We observe that
adapter-style tuning may not sufficiently explore the task-
specific knowledge as the input of the adapter is strictly lim-
ited to old/pre-trained features, as shown in Figure 2 (c). Re-
gardless of whether the pre-trained features are suitable for
the task, the results of the adapter depend only on them, mak-
ing adapter-style tuning have limited flexibility for learning
new knowledge.

4.2. Task Residual Tuning

Given that the existing ETL paradigms face the aforemen-
tioned issues, we propose Task Residual Tuning (TaskRes)
to address the issues in a simple way. TaskRes explicitly
decouples the maintenance of the old knowledge from the
pre-trained VLMs and the learning of task-specific knowl-
edge that is not overly biased on the pre-trained features. We
elaborate our TaskRes below.

Fixed base classifier. As illustrated in Figure 2 (d), our
TaskRes performs the tuning directly on the text-based clas-
sifier (i.e., text embeddings)1. Base classifier is the text em-
beddings of a pre-trained vision-language model, e.g., CLIP.
We denote the base classifier as t ∈ RK×D where K is the
number of categories and D is the feature dimension. We
keep the base classifier weights frozen to explicitly prevent
the base classifier from being damaged.

Prior-independent task residual. To learn task-specific
knowledge without being restricted by prior knowledge, we
propose task residual, which is a set of tunable parameters
x ∈ RK×D that are not dependent on the base classifier.
Our task residual is scaled by a factor α and element-wisely
added to the base classifier to formulate a new classifier t′

for the target task, written as

t′ = t+ αx. (3)

Tuning for downstream tasks. During tuning, we only
tune the prior-independent task residual while keeping the
base classifier (together with the image branch) fixed, en-
abling reliable old knowledge preservation and flexible new

1While we can tune on image embeddings, it may encounter overfitting
since the testing image embeddings are different from the training ones.
Tuning on text embeddings is free of the issue. Besides, large diversity
between image embeddings is not conducive to learning stable task-level
information.
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knowledge exploration. Given an image, the fixed image
branch of CLIP extracts its embeddings z ∈ RD. The pre-
dicted probability for class i is then calculated as

p(y = i|z) = exp(sim(z, t′i)/τ)∑K
j=1 exp(sim(z, t′j)/τ)

. (4)

Based on the predicted probabilities, the downstream task
loss (e.g., cross-entropy loss) only updates the task residual
through standard backpropagation.

5. Experiment
5.1. Setup

We follow prior efficient transfer learning (ETL) work
[15, 71, 73] to conduct a few-shot evaluation for ETL mod-
els on 11 benchmark datasets i.e., ImageNet [8], Caltech101
[12], OxfordPets [48], StanfordCars [27], Flowers102 [47],
Food101 [4], FGVCAircraft [43], SUN397 [64], DTD [6],
EuroSAT [19] and UCF101 [57]. Those datasets include
a wide range of visual recognition tasks, e.g., classifying
general objects, fine-grained objects, actions, scenes, etc.
Specifically, ETL models are trained using 1/2/4/8/16 shots
per class from the training sets, respectively, and are tested
on the full test sets. Additionally, following CoOp [73], we
test the generalization performance of our models from Im-
ageNet to its variants (ImageNetV2 [51], ImageNet-Sketch
[63], ImageNet-A [21] and ImageNet-R [20]).

5.2. Implementation

Our approach has two main components, i.e., base clas-
sifier and task residual. For the base classifier, we develop
two versions: regular base classifier that directly adopts the
weights of the text embeddings of the pre-trained CLIP (us-
ing pre-defined text templates following prior work [49,71]),
and enhanced base classifier obtained by tuning the text pro-
jection layer of CLIP on the target task before starting our
task residual tuning2. Task residual is a matrix filled with
learnable parameters that are initialized by zeros. Task resid-
ual has the same shape as the base classifier. We scale the
task residual and element-wisely add it to the base classifier,
as in Eq. 3. By default, the scaling factor α is set to 0.5 for all
datasets except for Flowers102 using 1. Additionally, we ex-
plore the use of a learnable α later in our ablation study. All
models in this work are built upon the pre-trained CLIP mod-
els. Unless otherwise specified, we use the ResNet-50 [18]
version of CLIP which has a ResNet-50 backbone in the im-
age branch. We train our models for 100 epochs for 1-/2-
/4-shot experiments and 200 epochs for 8-/16-shot experi-
ments, with batch size 256. Besides, the aforementioned en-
hanced base classifier is tuned for 50 epochs. Our models

2The enhanced base classifier is introduced to help us investigate whether
there are consistent performance improvements when the base classifier is
enhanced.

are optimized by Adam [26] with an initial learning rate of
2e-3 except for ImageNet using 2e-4. Following CoOp [73],
our optimization process adopts a cosine learning rate decay
schedule and a warmup scheme (i.e., fixing the learning rate
in the first epoch to 1e-5). We test the performance of models
after training, and all experimental results are averaged over
three random seeds.

5.3. Performance Comparison

5.3.1 Few-Shot Learning

We develop two versions of our TaskRes, i.e., Ours/Ours*
using the regular/enhanced base classifier, respectively. We
compare our models with Zero-shot CLIP [49], together
with the state-of-the-art (SOTA) ETL methods including
CoOp [73], CLIP-Adapter [15] and Tip-Adapter-F [71]3.
The comparison results of the 11 benchmark datasets are
shown in Figure 3. Overall, both Ours and Ours* achieve
the SOTA/SOTA-comparable performance on the 11 datasets
across all few-shot settings and significantly surpass Zero-
shot CLIP [49]. Besides, a few observations can be made.
First, with more shots, Tip-Adapter-F reaches a closer per-
formance to ours, but as shown in Figure 1 the number of its
tunable parameters increases linearly with that of shots, sub-
stantially limiting its scalability. Second, our method shows
inferior performance on OxfordPets and Food101. Training
with a few shots on these two fine-grained datasets is prone
to be overfitting, which is also found in CoOp [73]. Finally,
we found the proposed method is superior when needed to
recognize a large amount of classes, e.g., 1000 classes of Im-
ageNet and 397 classes of SUN397 in 1-shot case. This is be-
cause our TaskRes, not excessively biased to the pre-trained
features, can better explore the task-specific knowledge even
in such extreme scenarios.

5.3.2 Domain Generalization

As pointed out by CoOp [73], ETL models that are trained on
a specific domain are at risk of learning spurious correlations
when generalizing to unseen domains. We evaluate our mod-
els concerning domain generalization. We train our mod-
els on 16-shot ImageNet and test the generalization perfor-
mance of the trained models on four unseen ImageNet vari-
ant datasets (ImageNet-V2, -Sketch, -A and -R). As shown
in Table 1, our models consistently outperform the compared
models (Zero-shot CLIP [49], Linear Probe CLIP [49] and
CoOp [73]) across various CLIP visual backbones (ResNet-
50 [18], ResNet-101 [18], ViT-B/32 [10] and ViT-B/16 [10]).
We also observe that our TaskRes using the enhanced base
classifier (Ours*) achieves higher accuracy than that using
the regular base classifier (Ours) on the source dataset while

3Original Tip-Adapter [71] has two versions: training-free Tip-Adapter
and a fine-tuning version called Tip-Adapter-F. We report the one with
higher performance, i.e., Tip-Adapter-F.
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Figure 3. Performance comparison on few-shot learning, i.e., 1-/2-/4-/8-/16-shot, on 11 benchmark datasets. The top-left is the averaged
accuracy over the 11 datasets. The full numerical results can be found in the supplementary.

reducing a certain degree of generalization, which is due to a
slight overfitting on the source dataset.

5.4. Ablation Study

Importance of prior knowledge preservation and prior-
independent tuning. We build four target classifiers t′ to
investigate the importance of prior knowledge preservation
and prior-independent tuning (where the tunable parameters
are not dependent on the pre-trained features), i.e., original

pre-trained classifier t′ = t (i.e., our regular base classifier),
directly-adapted classifier t′ = ϕω(t), adapter-style classi-
fier t′ = t+αϕω(t) and our TaskRes classifier t′ = t+αx.
We conduct experiments on ImageNet across all few-shot
settings, using the same scaling factor α = 0.5. The results
in Table 2 support our motivations that (i) explicit preser-
vation of prior knowledge matters as the directly-adapted
classifier performs much worse than the original pre-trained
classifier and adapter-style classifier, and (ii) tuning prior-
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Method Visual Backbone Source Target

ImageNet -V2 -Sketch -A -R Average

Zero-Shot CLIP [49]

ResNet-50

58.18 51.34 33.32 21.65 56.00 40.58
Linear Probe CLIP [49] 55.87 45.97 19.07 12.74 34.86 28.16
CoOp [73] 62.95 55.11 32.74 22.12 54.96 41.23
Ours 64.75 56.47 35.83 22.80 60.70 43.95
Ours* 65.73 57.00 34.43 21.50 58.13 42.77

Zero-Shot CLIP [49]

ResNet-101

61.62 54.81 38.71 28.05 64.38 46.49
Linear Probe CLIP [49] 59.75 50.05 26.80 19.44 47.19 35.87
CoOp [73] 66.60 58.66 39.08 28.89 63.00 47.41
Ours 67.70 59.50 41.70 29.87 68.07 49.79
Ours* 68.73 60.00 40.3 28.00 64.80 48.28

Zero-Shot CLIP [49]

ViT-B/32

62.05 54.79 40.82 29.57 65.99 47.79
Linear Probe CLIP [49] 59.58 49.73 28.06 19.67 47.20 36.17
CoOp [73] 66.85 58.08 40.44 30.62 64.45 48.40
Ours 68.20 59.20 42.50 31.43 69.33 50.62
Ours* 69.17 59.47 40.87 29.70 66.27 49.08

Zero-Shot CLIP [49]

ViT-B/16

66.73 60.83 46.15 47.77 73.96 57.18
Linear Probe CLIP [49] 65.85 56.26 34.77 35.68 58.43 46.29
CoOp [73] 71.92 64.18 46.71 48.41 74.32 58.41
Ours 73.07 65.30 49.13 50.37 77.70 60.63
Ours* 73.90 65.85 47.70 49.17 75.23 59.49

Table 1. Performance comparison on generalization (from ImageNet to ImageNet-V2/-Sketch/-A/-R) with multiple CLIP visual backbones.

independent parameters is more effective than the dependent
one as the TaskRes classifier obviously surpasses the adapter-
style classifier.

Target Classifier t′ 1-shot 2-shot 4-shot 8-shot 16-shot

t 60.33 60.33 60.33 60.33 60.33
ϕω(t) 28.03 34.90 42.57 48.17 54.13
t+ αϕω(t) 61.03 61.23 61.27 62.00 63.17
t+ αx 61.43 62.17 62.93 64.03 64.75

Table 2. Ablation study of various combinations of three main com-
ponents: base classifier t, adapter module ϕω(·) and our “task resid-
ual” x, for building a target classifier t′. The experiment is con-
ducted on ImageNet.

Effectiveness of task residual learning. We conduct an
ablation study of the effect of introducing our task resid-
ual learning (TaskRes). Table 3 shows the few-shot results
averaged over 11 datasets of the regular base classifier and
that equipped with our TaskRes (Ours), together with the en-
hanced counterparts. Our TaskRes notably improves the reg-
ular base, e.g., with 16.14% accuracy gain in 16-shot case.
Similarly, the performance gain is also impressive even on
the enhanced base. This indicates that TaskRes can always
benefit a pre-trained base when adapted to downstream tasks.

Classifier 1-shot 2-shot 4-shot 8-shot 16-shot

Regular Base 58.96 58.96 58.96 58.96 58.96
Regular Base + TaskRes 64.04 67.02 69.61 72.76 75.10

Enhanced Base 61.11 62.82 64.44 69.91 73.09
Enhanced Base + TaskRes 64.28 67.55 70.28 73.35 75.78

Table 3. Exploring the effectiveness of the proposed task residual
tuning (TaskRes). The accuracy results averaged on 11 datasets
are reported under all shots. Refer to Appendix 2.3 for the full
comparison results of the 11 datasets.

Variants of TaskRes. The proposed “task residual” can
also be applied to the image branch of CLIP, denoted as
TaskRes-I. We also denote the default TaskRes applied on
the text branch as TaskRes-T (i.e., Ours) and on the both
branches as TaskRes-I&T. We compare their performance
on ImageNet in Table 4. TaskRes-T consistently outper-
forms TaskRes-I, as shown in Table 4. The performance
of TaskRes-I increases much slower than TaskRes-T as the
number of shots increases. This is because TaskRes-I tends
to encounter overfitting where training and testing image em-
beddings are different. Tuning on text embeddings can avoid
the issue. Additionally, the diversity of image embeddings
is larger than that of text embeddings, making it difficult to
learn task-level information. TaskRes-I&T performs slightly
worse than TaskRes-T. This might be caused by a misalign-
ment between the updated image embeddings and our base
classifier.

Model 1-shot 2-shot 4-shot 8-shot 16-shot

Regular Base 60.33 60.33 60.33 60.33 60.33
TaskRes-I 61.20 61.27 61.47 61.53 61.60
TaskRes-T 61.43 62.17 62.93 64.03 64.75
TaskRes-I&T 61.53 62.10 62.73 63.83 64.67

Table 4. Performance comparison of three TaskRes variants on Im-
ageNet: TaskRes applied on CLIP’s image branch (TaskRes-I), text
branch (TaskRes-T) and both branches (TaskRes-I&T).

Scaling factor. We investigate the effect of scaling factor
α and show the results of both manually assigned values and
a learned value in Table 5. For the manually set α, we ob-
serve a notable improvement with TaskRes scaled even by
0.1, while the highest accuracy is obtained with α = 0.5. In
contrast, the learnable α can further boost the performance.
We show more analyses and results in Appendix 2.3.
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α 0 0.1 0.3 0.5 0.7 1.0 Learned

Acc. 58.96 61.86 63.76 63.97 63.67 63.02 64.01

Table 5. Ablation study of scaling factor α. The results are averaged
over 11 datasets in 1-shot case.

Visual backbone. We further evaluate models on vari-
ous CLIP visual backbones, namely, ResNet-50 (RN50),
ResNet-101 (RN101), ViT-B/32 and ViT-B/16, as shown in
Table 6. Our method shows consistent superiority against
other alternatives regardless of which backbone is used.

Method RN50 RN101 ViT-B/32 ViT-B/16

Zero-shot CLIP [49] 58.18 61.62 62.05 66.73
CoOp [73] 62.95 66.60 66.85 71.92
CLIP-Adapter [15] 63.59 65.39 66.19 71.13
Tip-Adapter-F [71] 65.44 68.56 68.65 73.69
Ours 64.75 67.70 68.20 73.07
Ours* 65.73 68.73 69.17 73.90

Table 6. Results of CLIP visual backbones on 16-shot ImageNet.

5.5. Investigation of Learned Task Residual

We investigate whether the learned task residuals are in
fact related to the difficulty of transferring CLIP to down-
stream tasks. We first define relative transfer difficulty to as-
sess the difficulty of transferring a pre-trained model to a tar-
get task. Concretely, the relative transfer difficulty is defined
as the ratio of baseline classifier precision to the zero-shot
precision of the pre-trained model. We use a random classi-
fier to serve as the baseline classifier where the precision of
it equals to 1/K (K is the number of classes of the down-
stream task). We then can calculate the relative transfer diffi-
culty of CLIP regarding the 11 benchmark datasets based on
the random classifier and Zero-shot CLIP. We count the av-
erage magnitudes of the learned task residual of each dataset
in 16-shot setting and find that they are highly related to rel-
ative transfer difficulty, as shown in Figure 4. This verifies
the reliability of the proposed task residual. There are some
interesting findings that may be counter-intuitive, e.g., trans-
ferring CLIP to ImageNet (with 1000 classes) is the simplest
and to EuroSAT (with 10 classes) is the most difficult. This
is because the inherent difficulty of ImageNet is large but
the data distribution and containing objects are “familiar”
to CLIP, whereas EuroSAT is the opposite. Besides, there
is more space for TaskRes to play its role in the tasks with
large relative transfer difficulty, e.g., EuroSAT (1-shot accu-
racy gain: 23.71%) and DTD (1-shot accuracy gain: 7.85%).
More results and analyses can be found in Appendix 2.4.

6. Conclusion, Limitation and Future Work
In this work, we propose a new approach for tuning

VLMs, i.e., TaskRes. The proposed TaskRes performs ef-
ficient transfer learning (ETL) on VLMs by explicitly de-
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Figure 4. The magnitude of learned task residual increases with rel-
ative transfer difficulty (in logarithmic scale). The shadow indicates
the standard deviation regarding random seeds.

coupling the classifier into two key parts: undamaged base
classifier with rich prior knowledge and task residual in-
dependent to the base classifier for better exploring task-
specific knowledge. Interestingly, the magnitude of learned
task residual is highly related to the difficulty of transferring
pre-trained VLMs to a target downstream task. This may
inspire the community to consider ETL from a new perspec-
tive, e.g., modeling “task-to-task transfer difficulty” for ETL.
Extensive experiments have demonstrated the effectiveness
of our TaskRes, despite its simplicity.

Nevertheless, our method bears some limitations. For
instance, our method encounters negative transfer on two
datasets, i.e., OxfordPets (1-shot) and Food101 (1-/2-/4-/8-
shot). We conjecture that this happens with two conditions:
(i) the downstream tasks are of high relative transfer diffi-
culty as shown in Figure 4, and (ii) Zero-shot CLIP has al-
ready achieved a fair precision on them. Besides, the assess-
ment of transfer difficulty in this work is heuristic.

With the rapid advancement of foundation models [3],
it is becoming increasingly crucial to establish precise and
reliable metrics for assessing the transfer difficulty of pre-
trained foundation models to downstream tasks. A compre-
hensive study of transfer difficulty, which includes distribu-
tion analyses [32], is in high demand. Moreover, we can
extend the transfer difficulty to a concept-wise level, and in-
vestigate the correlation between performance and the oc-
currence frequency of visual concepts by exploring the CLIP
models trained on specific datasets, e.g., SLIP [46] trained on
YFCC15M [50, 59]. We will explore these in future work.
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