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Abstract

Recently vision transformer models have become promi-
nent models for a range of tasks. These models, how-
ever, usually suffer from intensive computational costs and
heavy memory requirements, making them impractical for
deployment on edge platforms. Recent studies have pro-
posed to prune transformers in an unexplainable manner,
which overlook the relationship between internal units of
the model and the target class, thereby leading to infe-
rior performance. To alleviate this problem, we propose
a novel explainable pruning framework dubbed X-Pruner,
which is designed by considering the explainability of the
pruning criterion. Specifically, to measure each prunable
unit’s contribution to predicting each target class, a novel
explainability-aware mask is proposed and learned in an
end-to-end manner. Then, to preserve the most informative
units and learn the layer-wise pruning rate, we adaptively
search the layer-wise threshold that differentiates between
unpruned and pruned units based on their explainability-
aware mask values. To verify and evaluate our method,
we apply the X-Pruner on representative transformer mod-
els including the DeiT and Swin Transformer. Comprehen-
sive simulation results demonstrate that the proposed X-
Pruner outperforms the state-of-the-art black-box methods
with significantly reduced computational costs and slight
performance degradation. Code is available at https :
//github.com/vickyyu90/XPruner.

1. Introduction

Over the last few years, transformers have attracted in-
creasing attention in various challenging domains, such as
natural language processing, vision, or graphs [3,9]. It is
composed of two key modules, namely the Multi-Head At-
tention (MHA) and Multi-Layer Perceptron (MLP). How-
ever, similar to CNNs, the major limitations of transform-
ers include the gigantic model sizes with intensive compu-
tational costs. Which severely restricts their deployment
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in resource-constrained devices like edge platforms. To
compress and accelerate transformer models, a variety of
techniques naturally emerge. Popular approaches include
weight quantization [30], knowledge distillation [28], filter
compression [24], and model pruning [21]. Among them,
model pruning especially structured pruning has gained
considerable interest that removes the least important pa-
rameters in pre-trained models in a hardware-friendly man-
ner, which is thus the focus of our paper.

Due to the significant structural differences between
CNNs and transformers, although there is prevailing suc-
cess in CNN pruning methods, the research on pruning
transformers is still in the early stage. Existing studies
could empirically be classified into three categories. (1)
Criterion-based pruning resorts to preserving the most im-
portant weights/attentions by employing pre-defined crite-
ria, e.g., the L1/L2 norm [20], or activation values [6]. (2)
Training-based pruning retrains models with hand-crafted
sparse regularizations [3 1] or resource constraints [28, 29].
(3) Architecture-search pruning methods directly search for
an optimal sub-architecture based on pre-defined policies
[3, 10]. Although these studies have made considerable
progress, two fundamental issues have not been fully ad-
dressed, i.e., the optimal layer-wise pruning ratio and the
weight importance measurement.

For the first issue, the final performance is notably af-
fected by the selection of pruning rates for different layers.
To this end, some relevant works have proposed a series of
methods for determining the optimal per-layer rate [7, | 1].
For instance, Michel et al. [ 18] investigate the effectiveness
of attention heads in transformers for NLP tasks and pro-
pose to prune attention heads with a greedy algorithm. Yu et
al. [28] develop a pruning algorithm that removes attention
scores below a learned per-layer threshold while preserving
the overall structure of the attention mechanism. However,
the proposed methods do not take into account the inter-
dependencies between weight. Recently, Zhu et al. [31] in-
troduce the method VTP with a sparsity regularization to
identify and remove unimportant patches and heads from
the vision transformers. However, VTP needs to try the
thresholds manually for all layers.
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For the second issue, previous studies resort to identi-
fying unimportant weights by various importance metrics,
including magnitude-based, gradient-based [12, 19], and
mask-based [27]. Among them, the magnitude-based ap-
proaches usually lead to suboptimal results as it does not
take into account the potential correlation between weights
[24]. 1In addition, gradient-based methods often tend to
prune weights with small values, as they have small gra-
dients and may not be identified as important by the back-
ward propagation. Finally, the limitation of current mask-
based pruning lies in two folds: (1) Most mask-based prun-
ing techniques manually assign a binary mask w.r.t. a unit
according to a per-layer pruning ratio, which is inefficient
and sub-optimal. (2) Most works use a non-differentiable
mask, which results in an unstable training process and poor
convergence.

In this paper, we propose a novel explainable structured
pruning framework for vision transformer models, termed
X-Pruner, by considering the explainability of the prun-
ing criterion to solve the above two problems. As stated
in the eXplainable AI (XAI) field [2], important weights
in a model typically capture semantic class-specific infor-
mation. Inspired by this theory, we propose to effectively
quantitate the importance of each weight in a class-wise
manner. Firstly, we design an explainability-aware mask
for each prunable unit (e.g., an attention head or matrix in
linear layers), which measures the unit’s contribution to pre-
dicting every class and is fully differentiable. Secondly, we
use each input’s ground-truth label as prior knowledge to
guide the mask learning, thus the class-level information
w.r.t. each input will be fully utilized. Our intuition is that if
one unit generates feature representations that make a pos-
itive contribution to a target class, its mask value w.r.t. this
class would be positively activated, and deactivated other-
wise. Thirdly, we propose a differentiable pruning oper-
ation along with a threshold regularizer. This enables the
search of thresholds through gradient-based optimization,
and is superior to most previous studies that prune units
with hand-crafted criteria. Meanwhile, the proposed prun-
ing process can be done automatically, i.e., discriminative
units that are above the learned threshold are retained. In
this way, we implement our layer-wise pruning algorithm
in an explainable manner automatically and efficiently. In
summary, the major contributions of this paper are:

* We propose a novel explainable structured pruning
framework dubbed X-Pruner, which prunes units that
make less contributions to identifying all the classes in
terms of explainability. To the best knowledge of the
authors, this is the first work to develop an explainable
pruning framework for vision transformers;

e We propose to assign each prunable unit an
explainability-aware mask, with the goal of quantify-

ing its contribution to predicting each class. Specifi-
cally, the proposed mask is fully differentiable and can
be learned in an end-to-end manner;

* Based on the obtained explainability-aware masks, we
propose to learn the layer-wise pruning thresholds that
differentiate the important and less-important units via
a differentiable pruning operation. Therefore, this pro-
cess is done in an explainable manner;

* Comprehensive simulation results are presented to
demonstrate that the proposed X-Pruner outperforms
a number of state-of-the-art approaches, and shows its
superiority in gaining the explainability for the pruned
model.

2. Related Work
2.1. Pruning for transformers

Pruning has been a popular approach for removing the
least important weights in transformer models. The existing
methods can be mainly categorized into unstructured and
structured pruning. For unstructured pruning, techniques
such as magnitude-based and hessian-based have been pro-
posed [7,23]. However, they result in irregular sparsity,
causing sparse tensor computations that are difficult to align
with hardware efficiency.

The above problem can be alleviated by structured prun-
ing, where uninformative contiguous structures of a pre-
trained model such as attention heads, rows of weight ma-
trix, are removed. For instance, Michel et al. [18] found
that a large percentage of attention heads can be pruned
without scarifying much performance. Fan et al. [10] pro-
posed a structured dropout, which selects sub-structures of
a model during the inference time. Wang et al. [27] pruned
rank-1 components inside large language models using a
parameterization method. Liu ef al. [16] assembled several
model compression techniques on a range of pre-trained
language models, and gained impressive results.However,
these works focus on pruning transformers for NLP tasks.

For vision transformers, Chen et al. [6] explored unstruc-
tured and structured sparsity, and proposed a first-order im-
portance approximation method to remove attention heads.
Recently, Yu et al. [28] propose a structured pruning method
for vision transformers, which involves a 0/1 mask that dif-
ferentiates unimportant/important parameters based on the
magnitude of the model parameters. Although it uses a dif-
ferentiable threshold, the mask is non-differentiable, which
could cause the gradients to be biased and result in subop-
timal results of the remaining weights. Yu et al. [29] pro-
posed to integrate three efficient approaches including prun-
ing, layer skipping, and knowledge distillation into a unified
framework to produce a compact transformer. Although
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Figure 1. Pipeline of our proposed X-Pruner framework. We first train a transformer with the proposed explainability-aware masks, with the
goal of quantifying each unit’s contribution to predicting each class. Then we explore the layer-wise pruning threshold under a pre-defined
cost constraint. Finally, a fine-tune procedure is executed for the pruned model.

these existing methods have made significant advances, the
designing of importance metrics remains an open problem
to explore.

2.2. XAI techniques for transformers

In terms of XAl approaches, there are a variety of recent
studies aiming to explain predictions made by transformers.
Chefer et al. [5] proposed a layer-wise relevance propaga-
tion (LRP) method that applies to both positive and negative
contributions. This approach, however, is not able to pro-
vide the interpretation for attention modules besides self-
attention. Voita et al. [26] found that only a small portion
of heads have a salient impact on model decisions. Jawahar
et al. [13] proved that semantic patterns are gained through
higher layers. Abnar et al. [1] proposed to combine the at-
tention scores across multiple layers, but this method failed
to distinguish between positive and negative attributions.
Raghu et al. [22] analyzed the internal representations of
vision transformers and found out that they learn more uni-
form representations across all layers. Recently, Chefer et
al. [4] also proposed a generic approach to explain trans-
formers including multi-modal ones. The advances in XAI
technology have brought about substantial improvements
to wide-ranging tasks. The capability of explainability in
guiding model pruning, however, remains unexplored in the
literature. Therefore, we propose the X-Pruner that aims to
make full use of model explainability to derive the impor-
tance metric for model pruning.

3. Methodology
3.1. Problem definition

Our proposed X-Pruner aims to explore structured prun-
ing by removing prunable units (e.g., rows of weight ma-
trix and attention heads) in vision transformers. Let D
be a training dataset, which consists of N training pairs
{(1,91), .-, (xn,yy)}. Considering an L-layer trans-
former f(W), its parameters are represented by W =
(WL w2 . W), where W' e R4, 1 << L,disthe
number of prunable parameters in the [-th layer. Given a tar-
get pruning ratio «, the pruning process can be regarded as
the form of layer-wise operation with pruning rates {r; }lel:

7TL)* = argminﬁ(f(w;rlvT27 "',TL;a:)vy)a

P(f(W:{r}))
“P(w) C© M

(7"1,7“2,

s.t.

where 7; is the [-th layer’s pruning rate, and P(-) is a re-
source evaluation metric.

3.2. The Proposed X-Pruner
3.2.1 Explainability-aware mask

To fully utilize the class-level information, we propose to
assign each prunable unit an explainability-aware mask,
which is used to quantify the contribution of each unit to
identifying every class. Specifically, the proposed mask is
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a class-level mask for each class instead of a scalar mask
for all classes. For instance, given the weights in the [-th
self-attention layer consists of query WlQ € R™4 key
W € R**?, and value W) € R"*9, where n and d
are the number of input and output dimension. The mask
for head A is formulated as M ﬁh e RY*4 where C is the

total number of classes. That is to say, M ;{hl is built to
quantify the contribution of head h for recognizing the i-
th class. Evidently, a scalar mask used in prior works is a
special case of our method where values of M fhﬂ- are the
same. Thus, given input x; with its class label y,, to apply
the mask, the product between weight and its corresponding
mask is performed. That is, the self-attention operation for
head h can be expressed as follows:

o ((W hmz) Wl X
IND) \/&
Attnl,h(w) = al,hWthiv 3)

H
)= Zh=1Mﬁh,yiAtml,h(-’E>, “4)

): 2

MHA (x, M

where S(-) is the softmax function, av, is the h-th attention
weight, and H is the total number of attention heads.

Meanwhile, we apply the similar idea to the MLP and
other linear projection layers. Let us denote the weight ma-
trix in a linear layer by W; € R™*"™, where the m and n
are the dimensions. Its corresponding mask is defined by
M ZF € RE*Xmxn  Then, the feed forward process in the
linear layer is expressed as:

FC(Z;, M) = M, W{ Z,, (5)

where Z; is the input to the [-th layer. We omit the bias
across all layers for simplicity.

Recall that our explainability-aware mask aims to iden-
tify weights influential to the predicted label. As such,
it is desirable for mask M. . to vary slowly if input im-
ages all belong to the same class ¢, rendering a smooth
explainability-aware mask. Therefore, we propose to add
a smoothness-aware constraint for the mask. More specifi-
cally, we take the second derivative of the mask values w.r.t.
the input and predicted class, and choose its L; norm as the
smoothness-aware constraint:

D93

1c=1

Mn

(6)

‘Csmooth

~

Moreover, to address the issue of redundancy among the
prunable units, rather than declaring all units as relevant to
the model’s prediction, we impose the following sparsity
constraint on the masks:

sparse §

l=1c

I )

Mo

Il
-

Overall, the total loss function is defined as follows:

Etotal = £ce + )\smﬁsmooth + Aspﬁsparse(M)a (8)

where L is the cross-entropy loss, Asy and Agp, are the
hyperparameters.

Unlike prior works that use a binary mask to quantify
the contribution of each unit for all classes, we propose to
capture the importance of every unit w.r.t. each class with
a differentiable mask. After training, the sum value of each
learned mask explicitly denotes its contribution to identify-
ing all classes. In this way, our learned explainability-aware
masks gain the representation ability for revealing the inner
reasoning process in transformers in an end-to-end manner,
which essentially offers a global examination of the impor-
tance of every single unit in an intuitively explainable man-
ner. Noticeably, the weights of the pre-trained model re-
main fixed during the training procedure. Therefore, we
empirically observe that only a few epochs are required to
train our proposed explainability-aware mask.

3.2.2 Explainable pruning

The goal of the proposed X-Pruner is to preserve the most
important units for identifying target classes in a pruned
model. This is achieved by removing units with the least-
impact explainability-aware masks. Previous works resort
to measuring the importance of individual units with a man-
ually chosen per-layer threshold, which is computationally
intractable as the parameter search space is exhaustive [29].
In this work, we propose to learn the layer-wise threshold
by designing a differentiable pruning operation along with a
threshold regularizer, which is superior to most prior studies
with better control over the non-uniform sparsity.

Intuitively, with the obtained explainability-aware
masks, the less-important units with mask values below a
certain threshold should be pruned, while important ones
are preserved. However, most of current approaches use a
manually selected threshold, which is difficult to optimize
in a trainable process. To tackle this issue, we propose
a differentiable pruning operation for explainability-aware
masks. Mathematically, the differentiable pruning opera-
tion is expressed as follows:

P M' tanh(n(M' —0')), M' e &(M'|1 —r!),
a ptanh(n(M' — %)),
©)

where 7 is the pruning ratio for layer [, and ®(M'[1—7t) is
a function that returns the top (1 — 7!)% sorted elements in
M'. With a proper setting of n and p, the value of tanh(-)
asymptotically approaches one for M' € &(M'[1 — rt),

otherwise,

-1
which results in M ~ M. In that case, our proposed
differentiable pruning operation implies that discriminative
units that contribute more to identifying classes above an
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adaptive threshold are retained, while those that contribute
less are suppressed. By assigning a large positive value to n,
our proposed pruning function enables learning the thresh-
old #' with the backward gradient. In our experiments, we
empirically verify that letting p = 500 and n = 10 guar-
antees a stable training process and yields good results for
pruning.

Subsequently, we compute the accumulated pruning rate
R across all prunable layers as follows:

T'l * ’I’Ll
R=Y " (10)
=1

where n! represents the total prunable parameters of the
layer [ and N denotes the number of all unpruned param-
eters.

To learn the layer-wise pruning rate with the given prun-
ing rate « in an end-to-end manner, we propose a novel reg-
ularization term Ly in the augmented Lagrangian method,
which converts the optimization problem in Eq. (1) to an
unconstrained penalized expression. Specifically, it is ex-
pressed as

Ly = B(a—R)*+~(a—R), (11)

where § and + are trainable parameters, and the uncon-
strained problem of Eq. (11) can be solved using gradient
descent-based techniques. Overall, the total loss function
for the proposed X-Pruner is given by

L =L+ Lr. (12)

The optimization problem of Eq. (12) allows us to lift
up units with discriminative masks that are important to
the model decisions while suppressing less-important ones.
Moreover, it implies that the layer-wise pruning rate 7'
tends to be larger when it has larger n!, which is natural
for exploiting the dynamic sparsity across all layers.

After training, we accordingly remove the least-impact
units with the learned pruning rate {r*, 72, ..., 7"}, and inte-
grate the left explainability-aware masks M into the pruned
model per layer by setting W = W « M, and further fine-
tune the pruned model. In summary, our proposed explain-
able pruning method X-Pruner that is capable of identify-
ing and preserving important units in an explainable and
trainable way, which overcomes the drawbacks of existing
black-box pruning methods and provides empirical guaran-
tees on the accuracy of the pruned model.

4. Experiments

To evaluate the performance of the X-Pruner, we con-
duct experiments on the CIFAR-10 [14] and ILSVRC-12
datasets [8]. CIFAR-10 includes 10 classes, consisting of

50K training and 10K validation images. ILSVRC-12 con-
tains images of 1K classes, and its training and validation
sets have 1.28M images and 50K images, respectively. For
a fair comparison with existing methods, we prune the DeiT
[25] and Swin Transformer [17] architectures on classifica-
tion tasks [28,29]. Additionally, we conduct a series of ab-
lation studies to discover the performance contribution from
different components in our framework.

4.1. Implementation details

All experiments are implemented using PyTorch on
NVIDIA Tesla V100 GPUs. We use pre-trained weights to
initialize vision transformer models and use them as base-
line models. During the training process for explainability-
aware masks, the learning rate is set to be 0.01 with a batch
size of 128, and we use the SGD optimizer with momentum
0.9. Empirically, the mask training process is 50 epochs for
the DeiT and 30 epochs for the Swin Transformer. Which
takes around 300 V100 GPU hours. In the explainable prun-
ing process, we initially set all 7! to . The learning rate for
6" and 7! is set to be 0.02 and fine-tuned with the AdamW
optimizer. The learning rate for the other parameters and
momentum are 5 x10~* and 0.9, respectively. The DeiT
models are trained for 80 epochs and Swin Transformers
are trained for 30 epochs. We follow the training strategies
used in the original DeiT and Swin Transformers [17] ex-
cept knowledge distillation. 3 and -y are initialized to be
zero and then optimized during training.

4.2. Main results

Tab. 1 shows the superiority of X-Pruner over other
state-of-the-art methods on ILSVRC-12. We observe that
most existing pruning methods cannot provide noticeable
FLOP savings without too much accuracy degradation. In-
stead, by learning the differentiable explainability-aware
masks, our X-Pruner can reduce the computational costs
by 51.3%-66.1% with much lower accuracy drops (0.72%-
1.1%). Specifically, when pruning the DeiT-T, compared
with WDPruning [28] that can only save 46.2% FLOPs,
it is observed that our proposed X-Pruner achieves much
larger FLOP saving (66.1% vs. 46.2%) with less accuracy
degradation (1.1% vs. 1.86%). For the larger model DeiT-S,
while UVC [29] achieves the state-of-the-art top-1 accuracy
among the existing methods, which is 78.82% with a 49.6%
reduction in FLOPs, the X-Pruner reduces the FLOPs by
51.3% while obtaining the top-1 accuracy of 79.04%. These
results demonstrate that the proposed X-Pruner outperforms
existing pruning methods with more compact model sizes
and better performance.

Meanwhile, we investigate the efficacy of our proposed
method on another popular transformer, i.e., Swin Trans-
former [17]. The experimental results are presented in
Tab. 2. For the Swin-T, the X-Pruner yields significantly
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Table 1. Comparison with the state-of-the-art methods on the ILSVRC-12 dataset. FLOPs remained denotes the remained ratio of FLOPs
to the full-model FLOPs. * indicates utilizing knowledge distillation in the training process.

Model ‘ Method

‘Top-l Acc. (%)‘Top-S Acc. (%) ‘FLOPS (G) ‘FLOPS remained (%)

Baseline 72.2 91.10 1.3 100
(NeurIPS’20) SCOP [24] 68.9 89.00 0.8 61.5
DeiT-T (ICCV’21) HVT [21] 69.7 89.40 0.7 53.8
(ICLR’22) UVC* [29] 70.6 - 0.5 39.1
(AAATI’22) WDPruning [28] 70.3 89.82 0.7 53.8
X-Pruner 71.1 90.11 0.6 49.2
Baseline 79.8 95.00 4.6 100
(NeurIPS’20) SCOP [24] 77.5 93.50 2.6 56.5
DeiT-S (ICCV’21) HVT [21] 78.0 93.83 2.4 52.2
(ICLR’22) UVC* [29] 78.82 - 2.3 50.4
(AAATI’22) WDPruning [28] 78.38 94.05 2.6 56.5
X-Pruner 78.93 94.24 24 52.1
Baseline 81.8 95.59 17.6 100
(NeurIPS’20) SCOP [24] 79.7 94.50 10.2 58.3
DeiT-B|(ICLR’22) UVC* [29] 80.57 - 8.0 45.5
(AAATI’22) WDPruning [28] 80.76 95.36 9.9 56.3
X-Pruner 81.02 95.38 8.5 48.5

Table 2. Pruning results of Swin Transformer on the ILSVRC-12
dataset.

Method Top-1 FLOPs Top-1 ] FLOPs | (%)

= Baseline 81.2 45 0.0 0.0

& STEP[I5] 772 3.5 4.0 22.2

UB) ViT-Slim [3] 80.7 34 0.5 24.4
X-Pruner (Ours) 80.7 3.2 0.5 28.9

A Baseline 83.2 8.7 0.0 0.0

& STEP[I5] 79.6 63 3.6 27.6

(% WDPruning [28] 81.8 6.3 1.4 27.6
X-Pruner (Ours) 82.0 6.0 1.2 31.0

better top-1 accuracy with substantially fewer FLOPs. More
specifically, our method obtains 28.9% FLOPs saving, and
the top-1 accuracy only drops by 0.5%. When pruning the
Swin-S, compared to the state-of-the-art method WDPrun-
ing [28] which considers the dimensions for pruning, our
X-Pruner also shows impressive superiority thanks to the
use of the explainability-aware mask.

4.3. Visualization and analysis

We visualize the class-level visual explanation maps
based on the DeiT-S as well as its pruned models by the
LRP-based relevance method [1]. Fig. 2 provides a visual
comparison based on randomly chosen ILSVRC-12 valida-
tion images. As can be seen from the figure, most of the vi-
sual explanation results of the full model still appear noise-

like patterns to humans. However, the maps produced on the
pruned model obtained by WDPruning [28] and UVC [29]
are distorted. Though the predictions of the pruned mod-
els are correct, they produce incorrect explanation maps af-
ter the pruning process. Instead, we observe that the visual
explanation maps produced on the pruned model of our X-
Pruner are more compact and contain less noise.

Moreover, the learned mask values of attention layers
shown in Fig. 3 demonstrate that the proposed X-Pruner dis-
covers the head importance appropriately without per-layer
pruning ratio. Notably, the masks at higher layers (Layers
11 and 12) have higher values compared to the masks in
Layer 2. Which indicates that in transformers, the lower
layers attend to both local and global information, whereas
the higher layers attend to global information. Thus rich
semantic-level features are captured at higher layers, which
are essential for the final predictions.

We further compare our X-Pruner with the state-of-the-
art method WDPruning [28] on CIFAR-10. Fig. 4 depicts
the top-1 accuracy of the DeiT-S with various pruning rates.
As can be seen from the figure, at lower pruning rates, e.g.,
10%, both methods achieve slightly higher accuracy com-
pared to the baseline. When it comes to larger pruning rates,
compared to WDPruning [28], our X-Pruner suffers less ac-
curacy loss with the same pruning rates (e.g., 50% or 70%).

4.4. Ablation studies

In this subsection, we first evaluate the effectiveness of
explainability-aware masks in our proposed method based
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Figure 2. Visual explanations generated by a variety of pruned networks on the ILSVRC-12 validation set. From top to down: input image,
visual explanation maps of the original DeiT-S, the pruned models by WDPruning [28], UVC [29], and our X-Pruner, respectively.
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Figure 3. Explainability-aware mask values in varying layers for
DeiT-S.
95% 1 === Baseline
=®— WDPruning
. . = X-Pruner (Ours)
on the Swin-T model. Tab. 3 shows the detailed results, all oa0 . . . .
of which are pruned using similar FLOPs pruning rates for 0 10% b 30% 0% 70%
. A . runing rate
a fair comparison. We first employ a class-agnostic strat-
egy to train the explainability-aware mask, denoted as a w/o Figure 4. Top-1 accuracy for DeiT-S on CIFAR-10 with various
explainability-aware mask. That is, use the same mask for pruning rates. “"Baseline” denotes the unpruned baseline model.

all the input given different classes. However, this strat-
egy causes serious performance degradation (2.65%) since
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Setting Top-1] (%) FLOPs | (%)
w/o mask 2.65 28.9
w/0 Lemooth 1.02 29.3
w/0 Lparse 1.92 29.1
X-Pruner 0.51 28.9

Table 3. Main results for pruning Swin-T under different configu-
rations on ILSVRC-12.
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Figure 5. The pruning rate of units on each block when the pruning
rate is set at 0.3 for DeiT-S.

Method Top-1 | (%) FLOP | (%)
Random pruning 2.28 472
Uniform pruning 4.05 474
X-Pruner 0.87 47.9

Table 4. Main results of learnable pruning rate on DeiT-S.

it loses the class-wise signal to identify each unit’s contri-
bution. We further explore the impact of optimization con-
straints. Moreover, as is observed from Tab. 3, when the
masks are trained without the sparrse regularizer Asparse,
the trained model suffers a drop of 1.92% in top-1 accu-
racy. Which proves our method effectively alleviates the
problem of over-fitting and improves the performance. Fi-
nally, if the smooth constraint Agyo0th 1S removed, the top-1
accuracy is decreased by 1.02%. Overall, our proposed pro-
posed method X-Pruner is able to prune models effectively
with desirable accuracy.

In Tab. 4, we further investigate the layer-wise pruning
rate on ILSVRC-12 and compare it with both random prun-
ing and uniform pruning. In our method, the number of
pruned units for each individual layer is determined adap-
tively according to the global budget. The top-1 accuracy of
uniform pruning is decreased by 4.05%. We also apply the
random pruning to the DeiT-S, which also achieves an in-
ferior performance. Lastly, our proposed X-Pruner outper-

Input Image

Figure 6. Visualization of the attention maps produced by the 4-th
layer for DeiT-B. Red box means the head is pruned based on our
learned mask values.

forms these two methods with minor top-1 accuracy drop
(0.87%).

We visualize the layer-wise pruning rate for the DeiT-
S in Fig. 5. We observe that our method automatically
learns the pruned architecture by taking into account the
explainability-aware mask values, which is superior to esti-
mating the importance of individual prunable units. More-
over, by visualizing the attention maps produced by the 4-th
layer in DeiT-B model in Fig. 6, we observe that the pro-
posed X-Pruner indeed removes the redundant heads that
mainly focus on background and contribute less to the final
prediction.

5. Conclusion

In this paper, we proposed the X-Pruner, a novel ex-
plainable transformer pruning framework. In X-Pruner, a
novel explainability-aware mask is proposed to evaluate
each prunable unit’s contribution to predicting every class,
which is fully differentiable and learned with a proposed
class-wise regularizer to mitigate over-fitting. Then, a new
explainable pruning process was introduced to learn layer-
wise pruning rate until a resource constraint is reached. Ex-
tensive experiments demonstrate that the X-Pruner is able
to significantly reduce the computational costs of several
transformers in terms of model explainability. Moreover, it
surpasses the state-of-the-art pruning methods with a minor
accuracy drop.
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