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Abstract

Referring image segmentation (RIS) aims to find a seg-
mentation mask given a referring expression grounded to a
region of the input image. Collecting labelled datasets for
this task, however, is notoriously costly and labor-intensive.
To overcome this issue, we propose a simple yet effective
zero-shot referring image segmentation method by leverag-
ing the pre-trained cross-modal knowledge from CLIP. In
order to obtain segmentation masks grounded to the input
text, we propose a mask-guided visual encoder that cap-
tures global and local contextual information of an input im-
age. By utilizing instance masks obtained from off-the-shelf
mask proposal techniques, our method is able to segment
fine-detailed instance-level groundings. We also introduce a
global-local text encoder where the global feature captures
complex sentence-level semantics of the entire input expres-
sion while the local feature focuses on the target noun phrase
extracted by a dependency parser. In our experiments, the
proposed method outperforms several zero-shot baselines of
the task and even the weakly supervised referring expression
segmentation method with substantial margins. Our code is
available at https://github.com/Seonghoon-Yu/Zero-shot-RIS.

1. Introduction

Recent advances of deep learning has revolutionised com-
puter vision and natural language processing, and addressed
various tasks in the field of vision-and-language [4, 19,27,

,36,43,50]. A key element in the recent success of the
multi-modal models such as CLIP [43] is the contrastive
image-text pre-training on a large set of image and text pairs.
It has shown a remarkable zero-shot transferability on a wide
range of tasks, such as object detection [9, 10, 3], semantic
segmentation [7, 12,59, 63], image captioning [40], visual
question answering (VQA) [47] and so on.

Despite its good transferability of pre-trained multi-modal
models, it is not straightforward to handle dense prediction
tasks such as object detection and image segmentation. A
pixel-level dense prediction task is challenging since there
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Figure 1. Illustrations of the task of referring image segmenta-
tion and motivations of global-local context features. To find the
grounded mask given an expression, we need to understand the
relations between the objects as well as their semantics.

is a substantial gap between the image-level contrastive pre-
training task and the pixel-level downstream task such as se-
mantic segmentation. There have been several attempts to re-
duce gap between two tasks [44,54,63], but these works aim
to fine-tune the model consequently requiring task-specific
dense annotations, which is notoriously labor-intensive and
costly.

Referring image segmentation is a task to find the specific
region in an image given a natural language text describing
the region, and it is well-known as one of challenging vision-
and-language tasks. Collecting annotations for this task is
even more challenging as the task requires to collect precise
referring expression of the target region as well as its dense
mask annotation. Recently, a weakly-supervised referring
image segmentation method [48] is proposed to overcome
this issue. However, it still requires high-level text expres-
sion annotations pairing with images for the target datasets
and the performance of the method is far from that of the
supervised methods. To tackle this issue, in this paper, we fo-
cus on zero-shot transferring from the pre-trained knowledge
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of CLIP to the task of referring image segmentation.

Moreover, this task is challenging because it requires
high-level understanding of language and comprehensive
understanding of an image, as well as a dense instance-level
prediction. There have been several works for zero-shot
semantic segmentation [7, 12,59, 63], but they cannot be
directly extended to the zero-shot referring image segmenta-
tion task because it has different characteristics. Specifically,
the semantic segmentation task does not need to distinguish
instances, but the referring image segmentation task should
be able to predict an instance-level segmentation mask. In
addition, among multiple instances of the same class, only
one instance described by the expression must be selected.
For example, in Figure 1, there are two cats in the input
image. If the input text is given by “a cat is lying on the seat
of the scooter”, the cat with the green mask is the proper
output. To find this correct mask, we need to understand the
relation between the objects (i.e. “lying on the seat”) as well
as their semantics (i.e. “cat”, “scooter”).

In this paper, we propose a new baseline of zero-shot refer-
ring image segmentation task using a pre-trained model from
CLIP, where global and local contexts of an image and an ex-
pression are handled in a consistent way. In order to localize
an object mask region in an image given a textual referring
expression, we propose a mask-guided visual encoder that
captures global and local context information of an image
given a mask. We also present a global-local textual encoder
where the local-context is captured by a target noun phrase
and the global context is captured by a whole sentence of the
expressions. By combining features in two different context
levels, our method is able to understand a comprehensive
knowledge as well as a specific trait of the target object. Note
that, although our method does not require any additional
training on CLIP model, it outperforms all baselines and
the weakly supervised referring image segmentation method
with a big margin.

Our main contributions can be summarised as follows:

* We propose a new task of zero-shot referring image
segmentation based on CLIP without any additional
training. To the best of our knowledge, this is the first
work to study the zero-shot referring image segmenta-
tion task.

* We present a visual encoder and a textual encoder that
integrates global and local contexts of images and sen-
tences, respectively. Although the modalities of two
encoders are different, our visual and textual features
are dealt in a consistent way.

» The proposed global-local context features take full
advantage of CLIP to capture the target object seman-
tics as well as the relations between the objects in both
visual and textual modalities.

* Our method consistently shows outstanding results com-
pared to several baseline methods, and also outperforms
the weakly supervised referring image segmentation
method with substantial margins.

2. Related Work

Zero-shot Transfer. Classical zero-shot learning aims to
predict unseen classes that have not seen before by trans-
ferring the knowledge trained on the seen classes. Early
works [3, 14, 34] leverage the pre-trained word embed-
ding [5, 39] of class names or attributes and perform zero-
shot prediction via mapping between visual representations
of images and this word embedding. Recently, CLIP [43]
and ALIGN [19] shed a new light on the zero-shot learning
via large-scale image-text pre-training. They show the suc-
cessive results on various downstream tasks via zero-shot
knowledge transfer, such as image captioning [40], video
action localization [5 ], image-text retrieval [1] and so on.
Contrary to classical zero-shot learning, zero-shot transfer
has an advantage of avoiding fine-tuning the pre-trained
model on the task-specific dataset, where collecting datasets
is time-consuming. There have been several works that apply
CLIP encoders directly with tiny architectural modification
without additional training for semantic segmentation [63],
referring expression comprehension [49], phrase localiza-
tion [25] and object localization [17]. Our work is also lying
on the line of this research field.

Zero-shot Dense Prediction Tasks. Very recently, with
the success of pre-training models using large-scale image-
text pairs, there have been several attempts to deal with dense
prediction tasks with CLIP, e.g. object detection [9, 10, 13,
,30,45], semantic segmentation [22,29,37,42, 44, 58,59,
,04] and so on. These dense prediction tasks, however,
are challenging since CLIP learns image-level features not
pixel-level fine-grained features. In order to handle this is-
sue, VILD [13] introduces a method which crop the image
to contain only the bounding box region, and then extract
the visual features of cropped regions using CLIP to clas-
sify the unseen objects. This approach is applied in a wide
range of dense prediction tasks which are demanded the
zero-shot transfer ability of CLIP [7,9, 10, 12,49,59]. While
this method only considers the cropped area, there are sev-
eral methods [25, 63] to consider the global context in the
image, not only just the cropped region. Adapting CLIP [25]
proposed the phrase localization method by modifying CLIP
to generate high-resolution spatial feature maps using su-
perpixels. MaskCLIP [63] modifies the image encoder of
CLIP by transforming the value embedding layer and the
last linear layer into two 1x 1 convolutional layers to handle
pixel-level predictions. In this work, we focus on extracting
both global and local context visual features with CLIP.
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Figure 2. Overall framework of our global-local CLIP. Given an image and an expression as inputs, we extract global-local context visual
features using mask proposals, and also we extract a global-local context textual feature. After computing the cosine similarity scores
between all global-local context visual features and a global-local context textual feature, we choose the mask with the highest score.

Referring Image Segmentation. Referring image segmen-
tation aims to segment a target object in an image given a
natural linguistic expression introduced by [18]. There have
been several fully-supervised methods for this task, where
images and expressions are used as an input, and the target
mask is given for training [2, 20, 33, 55, 60, 62]. Most of
works [0, 11,23,60,61] focuses on how to fuse those two
features in different modalities extracted from independent
encoders. Early works [26,32] extract multi-modal features
by simply concatenating visual and textual features and feed
them into the segmentation networks [35] to predict dense
segmentation masks. There have been two branches of works
fusing cross-modal features; an attention based encoder fu-
sion [11,57,60] and a cross-modal decoder fusion based on
a Transformer decoder [6,54,61]. Recently, a CLIP-based
approach, which learns separated image and text transformer
using a contrastive pre-training, has been proposed [54].
Those fully supervised referring image segmentation meth-
ods show good performances in general, but they require
dense annotations for target masks and comprehensive ex-
pressions describing the target object. To address this prob-
lem, TSEG [48] proposed a weakly-supervised referring
image segmentation method which learns the segmentation
model using text-based image-level supervisions. However,
this method still requires high-level referring expression an-
notations with images for specific datasets. Therefore, we
propose a new baseline for zero-shot referring image seg-
mentation without any training or supervisions.

3. Method

In this section, we present the proposed method for zero-
shot referring image segmentation in detail. We first show an
overall framework of the proposed method (3.1), and then
discuss the detailed methods for extracting visual features

(3.2) and textual features (3.3) to encode global and local
contextual information.

3.1. Overall Framework

To solve the task of referring image segmentation, which
aims to predict the target region grounded to the text descrip-
tion, it is essential to learn image and text representations in
a shared embedding space. To this end, we adopt CLIP to
leverage the pre-trained cross-modal features for images and
natural language.

Our framework consists of two parts as shown in Fig 2: (1)
global-local visual encoder for visual representation, and (2)
global-local natural language encoder for referring expres-
sion representation. Given a set of mask proposals generated
by an unsupervised mask generator [52, 53], we first extract
two visual features in global-context and local-context lev-
els for each mask proposal, and then combine them into a
single visual feature. Our global-context visual features can
comprehensively represent the masked area as well as the
surrounding region, while the local-context visual features
can capture the representation of the specific masked region.
This acts key roles in the referring image segmentation task
because we need to focus a small specific target region using
a comprehensive expression of the target. At the same time,
given a sentence of expressing the target, our textual repre-
sentation is extracted by the CLIP text encoder. In order to
understand a holistic expression of the target as well as to
focus on the target object itself, we first extract a key noun
phrase from a sentence using a dependency parsing provided
by spaCy [16], and then combine a global sentence feature
and a local target noun phrase feature. Note that, our visual
and text encoders are designed to handle both global-context
and local-context information in a consistent way.

Since our method is built on CLIP where the visual and
textual features are embedded in the common embedding
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Figure 3. Detailed illustration of our mask-guided global-context
visual encoders in ResNet and ViT architectures: (a) Masked atten-
tion pooling in ResNet, (b) Token masking in ViT.

space, we can formulate the objective of our zero-shot image
referring segmentation task as follows. Given inputs of an
image [ and a referring expression 7', our method finds the
mask that has the maximum similarity between its visual fea-
ture and the given textual feature among all mask proposals:

n = sim(t, f,,,), 1
= arg max (t,fm) (1)

where sim(-, ) is a cosine similarity, t is the proposed global-
local textual feature for a referring expression 7', f is the
mask-guided global-local visual feature, and M (I) is a mask
proposal set for a given image I.

3.2. Mask-guided Global-local Visual Features

To segment the target region related to the referring ex-
pression, it is essential to understand a global relationship
between multiple objects in the image as well as local seman-
tic information of the target. In this section, we demonstrate
how to extract global and local-context features using CLIP,
and how to fuse them.

Since CLIP is designed to learn image-level representa-
tion, it is not well-suited for a pixel-level dense prediction
such as an image segmentation. To overcome the limitation
of using CLIP, we decompose the task into two sub-tasks:
mask proposal generation and masked image-text matching.

In order to generate mask proposals, we use the off-the-shelf
mask extractor [53] which is the unsupervised instance-level
mask generation model. By using mask proposals explicitly,
our method can handle fine-detailed instance-level segmen-
tation masks with CLIP.

Global-context Visual Features. For each mask propos-
als, we first extract global-context visual features using the
CLIP pre-trained model. The original visual features from
CLIP, however, is designed to generate one single feature
vector to describe the whole image. To tackle this issue, we
modify a visual encoder from CLIP to extract features that
contain information from not only the masked region but
also surrounding regions to understand relationships between
multiple objects.

In this paper, we use two different architectures for the
visual encoder as in CLIP: ResNet [15] and Vision Trans-
former (ViT) [8]. For the visual encoder with the ResNet
architecture, we denote a visual feature extractor without
a pooling layer as ¢¢ and its attention pooling layer as ¢,.
Then the visual feature, f, using the visual encoder of CLIP,
¢dcLip, can be expressed as follows:

f= ¢CL1P(I) = d)att(d)f(-[))v )

where I is a given image. Similarly, since ViT has multiple
multi-head attention layers, we divide this visual encoder
into two parts: last k layers and the rest. We denote the former
one by ¢,y, and the later one by ¢; for ViT architectures
based on CLIP.

Then given an image I and a mask m, our global-context
visual feature is defined as follows:

£ = du(dp(I) ©m), 3)

where m is the resized mask scaled to the size of the feature
map, and © is a Hadamard product operation. We illustrate
more details of this masking strategy for each architecture
of CLIP in Section 4.1 and Figure 3.

We refer to it as the global context visual feature, because
the entire image is passed through the encoder and the feature
map at the last layer contain the holistic information about
the image. Although we use mask proposals to obtain the
features only on masked regions on the feature map, these
features already have comprehensive information about the
scene.

Local-context Visual Features. To obtain local-context
visual features given a mask proposal, we first mask the
image and then crop the image to obtain a new image sur-
rounding only an area of the mask proposal. After cropping
and masking the image, it is passed to the visual encoder of
CLIP to extract our local-context visual feature fL:

£l = porw(Tearop(I © m)), (4)
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where T¢rop(-) denotes a cropping operation. This approach
is commonly used in zero-shot semantic segmentation meth-
ods [7,59]. Since this feature focuses on the masked region
in the image where irrelevant regions are removed, it con-
centrates only on the target object itself.

Global-local Context Visual features. We aggregate
global- and local-context features over masked regions to
obtain one single visual feature that describe a representation
of masked regions of the image. The global-local context
visual feature is computed as follows:

£, =aff +(1-a)fk, (5)

where a € [0,1] is a constant parameter, m is a mask pro-
posal, f& and f” are global-context and local-context visual
features in Eq. (3) and Eq. (4), respectively. As in Eq. (1), the
score for each mask proposal is then obtained by computing
similarity between our global-local context visual features
and the textual feature of the expression described in the
next section.

3.3. Global-local Textual Features

Similar to the visual features, it is important to understand
a holistic meaning as well as the target object noun in given
expressions. Given a referring expression 7', we extract a
global sentence feature, t©, using the pre-trained CLIP text
encoder, tcrp, as follows:

t¢ = Yo (T). 6)

Although the CLIP text encoder can extract the textual rep-
resentation aligning with the image-level representation, it is
hard to focus on the target noun in the expression because
the expression of this task is formed as a complex sentence
containing multiple clauses, e.g. “a dark brown leather sofa
behind a foot stool that has a laptop computer on it”.

To address this problem, we exploit a dependency parsing
using spaCy [16] to find the target noun phrase, NP(7T), given
the text expression 7. To find the target noun phrase, we first
find all noun phrases in the expression, and then select the
target noun phrase that contains the root noun of the sentence.
After identifying the target noun phrase in the input sentence,
we extract the local-context textual feature from the CLIP
textual encoder:

tY = Yo (NP(T)). (7)

Finally, our global-local context textual feature is com-
puted by a weighted sum of the global and local textual
features described in Eq. (6) and Eq. (7) as follows:

t=p8t%+(1-p)t", ®)

where 3 € [0,1] is a constant parameter, t© and t* are
global sentence and local noun-phrase textual features, re-
spectively.

4. Implementation Details

We use unsupervised instance segmentation methods,
FreeSOLO [53], to obtain mask proposals, and the shorter
size of an input image is set to 800. For CLIP, the size of an
image is set to 224x224. The number of masking layers, k
in ViT is set to 3. We set o = 0.85 for RefCOCOg, 0.95 for
RefCOCO and RefCOCO+, and 3 = 0.5 for all datasets.

4.1. Masking in Global-context Visual Encoder

We use both ResNet-50 and ViT-B/32 architectures for
the CLIP visual encoder. Masking strategies of the global-
context visual encoder for these two architecture are mostly
similar but have small differences, described next.

Masked Attention Pooling in ResNet [15]. In a ResNet-
based visual encoder of the original CLIP, a global average
pooling layer is replaced by an attention pooling layer. This
attention pooling layer has the same architecture as the multi-
head attention in a Transformer. A query of the attention
pooling layer is computed by a global average pooling opera-
tion onto the feature maps extracted by the ResNet backbone.
A key and a value of the attention pooling layer is given by a
flattened feature map. In our masked attention pooling, we
mask the feature map using a given mask before comput-
ing query, key and value. After masking feature maps, we
compute query, key and value, and then they are fed into the
multi-head attention layer. The detailed illustration of our
masked attention pooling in ResNet is shown in Figure 3a.

Token Masking in ViT [8]. Following ViT, we divide an
image into grid patches, and embed patches to a linear layer
with positional embeddings to get tokens, and then process
those tokens with a series of Transformer layer. To capture
global-context of images, we mask tokens in only the last
k Transformer layers. The tokens are reshaped and masked
by a given mask proposal, and then flattened and applied to
the subsequent Transformer layer. As ViT has a class token
(CLS), we use the final output feature from this CLS to-
ken as our global-context visual representation. The detailed
method of our token masking in ViT is also shown in Fig-
ure 3b. In our experiments, we use ViT-B/32 architecture for
the backbone of our ViT-based visual encoder, and we apply
a token masking to the last 3 layers in the visual encoder. We
show the performances with respect to the location of token
masking layers in the supplementary materials.

5. Experiments

5.1. Datasets and Metrics

We evaluate our method on RefCOCO [41], Ref-
COCO+ [41] and RefCOCOg [21, 38], where the images
and masks in MS-COCO [31] dataset are used to annotate
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Table 1. Comparison with Zero-shot RIS baseline methods on three standard benchmark datasets. U: The UMD partition. G: The Google
partition. All baseline methods use FreeSOLO as the mask proposal network. 1 denotes that the model is initialized with the ImageNet
pre-trained weights and trained on RIS datasets. FreeSOLO upper-bound is computed between the GT mask and the maximum overlapped

FreeSOLO mask with the GT mask.

Metric | Methods Visual RefCOCO RefCOCO+ RefCOCOg
Encoder val test A testB val test A testB | val(U) test(U) val(G)
Supervised SoTA method [60] 7273 75.82 68.79 | 62.14 68.38  55.10 61.24 62.09 60.50
Zero-Shot Baselines
Grad-CAM ResNet-50 | 14.02  15.07 1349 | 1446 1497 14.04 12.51 12.81 12.86
Score map ResNet-50 | 19.87  19.31 20.22 | 2037 19.65 20.75 18.88 19.16 19.15
oloU Region token ViT-B/32 21.71 2031 22.63 | 22.61 2091 23.46 25.52 25.38 25.29
Cropping ResNet-50 | 22.36 2049  22.69 | 2395 22.03 23.49 28.20 27.64 27.47
Cropping ViT-B/32 2273  21.11  23.08 | 24.09 2242 2393 28.69 27.51 27.70
Global-Local CLIP (ours) ResNet-50 | 24.58 2338 2435 | 2587 24.61 25.61 30.07 29.83 29.45
Global-Local CLIP (ours) ViT-B/32 24.88 23.61 24.66 | 26.16 2490 25.83 31.11 30.96 30.69
FreeSOLO upper-bound - 42.08 4252 4352 | 42.17 4252 4380 48.81 48.96 48.49
Zero-Shot Baselines
Grad-CAM ResNet-50 | 14.22 1593 13.18 14.80 15.87 13.78 12.47 13.16 13.30
Score map ResNet-50 | 21.32 2096 21.57 | 21.61 21.17 2230 20.07 20.43 20.63
Region token ViT-B/32 2343  22.07 24.62 | 2451 22,64 2537 27.57 27.34 27.69
Cropping ResNet-50 | 24.31 2237 24.66 | 2631 2394 25.69 31.27 30.87 30.78
mloU Cropping ViT-B/32 24.83 2258 2572 | 2633 24.06 26.46 31.88 30.94 31.06
Global-Local CLIP (ours) ResNet-50 | 26.70 2499 2648 | 2822 26.54 27.86 33.02 33.12 32.79
Global-Local CLIP (ours) ViT-B/32 26.20 2494  26.56 | 27.80 25.64 27.84 33.52 33.67 33.61
FreeSOLO upper-bound - 48.25 46.62 5043 | 4828 46.62 50.62 52.44 52.91 52.76
Weakly-supervised method
TSEG [48] ViT-S/16F 25.95 - 22.62 - - 23.41 - -
_ oloU on PhraseCut 601 —s— cris Table 2. oloU results of our method and the baselines using COCO
Method T;t?c‘gtc"‘g ! élsls U]?ig" u oo instance GT masks. We use a ViT-B/32 model for a visual encoder.
CRIS | RefCOCO+ | 1630 | 14.62 S
RefCOCOg | 16.24 13.88 § Method RefCOCO  RefCOCO+  RefCOCOg
o | S i N
RefCOCOg | 16.05 13.48 Scote map 23.97 25.50 28.11
Ours N/A 3364 3308 1 2 4 8 16 32 64 128256Full Region token 35.59 38.13 40.19
feShot Cropping 36.32 42.07 47.42
Figure 4. Comparisons to supervised methods in zero-shot setting Ours 37.05 42.59 51.01

on PhraseCut (left), and in few-shot setting on RefCOCOg (right).
Unseen denotes a subset with classes that are not seen in RefCOCO.

the ground-truth of the referring image segmentation task.
RefCOCO, RefCOCO+ and RefCOCOg have 19,994, 19,992
and 26,711 images with 142,210, 141,564 and 104,560 re-
ferring expressions, respectively. RefCOCO and RefCOCO+
have shorter expressions and an average of 1.6 nouns and
3.6 words are included in one expression, while RefCOCOg
expresses more complex relations with longer sentences and
has an average of about 2.8 nouns and 8.4 words. The de-
tailed statistics of those datasets are demonstrated in our
supplementary materials.

For the evaluation metrics, we use the overall Intersection
over Union (oloU) and the mean Intersection over Union
(mIoU) which are the common metrics for the referring
image segmentation task. The oloU is measured by the total
area of intersection divided by the total area of union, where
the total area is computed by accumulating over all examples.
In our ablation study, we use oloUs since most of supervised
RIS methods [6,23] adopt it. We also report the mIoUs as

Table 3. oloU results with different context-level features on the val
split of RefCOCOg. We use a ViT-B/32 model for a visual encoder.

. Textual features
Encoder Variants Global  Local _ Global-Local
Visual Global 27.03 27.37 27.60
features Local 28.69 25.23 29.48
Global-Local 30.18 2794 31.11

in [48], which computes the average IoU across all examples
while considering the object sizes.

5.2. Baselines

We modify some baseline methods extracting dense pre-
dictions from CLIP into zero-shot RIS task to compare with
our framework, and use FreeSOLO [53] as a mask generator
in all baselines.

* Grad-CAM: The first baseline is utilizing gradient-based
activation map based on Grad-CAM [46] which has been
verified in the prior work [ 7]. After obtaining the activa-
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Figure 5. Qualitative results with different levels of visual features.
COCO instance GT masks are used as mask proposals to validate
the effect of the global-local context visual features.

tion maps using the similarity score of image-text pairs, we
mask the maps and aggregate scores for all mask proposals,
and select the mask with the highest score.

* Score Map: The second baseline is the method extracting
a dense score map as in MaskCLIP [63]. As in MaskCLIP,
to obtain dense score maps without pooling, a value linear
layer and the last layer in the attention pooling are trans-
formed into two consecutive 1x 1 convolution layers. The
feature map extracted from ResNet is forwarded to those
two layers to get language-compatible dense image feature
map, and then compute a cosine similarity with CLIP’s
textual feature. After obtaining a score map, we project
mask proposals to a score map. The scores in the mask
area are averaged and then we select the mask with the
maximum score.

* Region Token in ViT: The third baseline is a method used
in Adapting CLIP [25]. Similar to Adapting CLIP, we use
region tokens for each mask proposal for all Transformer
layers in CLIP’s visual encoder instead of using superpix-
els. We finally compute the cosine similarity between each
class token of a mask proposal and CLIP’s textual feature,
and then choose the mask with the highest score.

¢ Cropping: The last baseline is our local-context visual
features described in Section 3.2. Cropping and masking
is a commonly used approach utilizing CLIP for extracting

Local text

Global text Global-Local

Expression: a woman wearing grey pants holding a black
umbrella

Figure 6. Qualitative results with different levels of textual features
using COCO Instance GT mask proposals.

mask or box region feature in a range of zero-shot dense
prediction tasks [7,9, 13,49, 59]. Therefore, we consider
cropping as one of the zero-shot RIS baselines.

5.3. Results

Main Results. We report referring image segmentation
performances of our global-local CLIP and other baselines
on RefCOCO, RefCOCO+ and RefCOCOg in terms of oloU
and mloU metrics in Table 1. For a fair comparison, all meth-
ods including baselines use FreeSOLO [53] mask proposals
to produce the final output mask. The experimental results
show that our method outperforms other baseline methods
with substantial margins. Our method also surpasses the
weakly supervised referring image segmentation method
(TSEG) [48] in terms of mIoU'. We also show upper-bound
performances of using FreeSOLO, where the scores are com-
puted by the IoU between ground-truth masks and its max-
overlapped mask proposal. Although there is still a gap com-
pared to the fully-supervised referring image segmentation
methods, our method improves performances significantly
compared to the baselines with the same upper-bound.

Zero-shot Evaluation on Unseen Domain. To verify the
effectiveness of our method in a more practical setting, we
report the zero-shot evaluation results with SoTA supervised
methods [54,60] on the test split of PhraseCut [56] in Fig-
ure 4 (left). Note that, RefCOCO contains expressions for
only 80 salient object classes, whereas PhraseCut covers a
variety of additional visual concepts i.e. 1272 categories in
the test set. Our method outperforms both supervised meth-
ods, even though our models were never trained under RIS
supervision. When evaluated on a subset of classes that are
not seen in the RefCOCO datasets (Unseen column), the su-
pervised methods show significant performance degradation,
whereas our method works robustly on this subset.

'We only compare mloU scores with TSEG since it reports only mloU
scores in the paper.
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Region token

Expression: a brown leather sofa with a brown, red, and white blanket laying on the back of it

Figure 7. Qualitative results of our method with the several baselines. Note that all methods use mask proposals generated by FreeSOLO.

Comparison to supervised methods in few-shot Setting.
We also compare our model to two supervised RIS meth-
ods [54,60] in a few-shot learning setting, where the training
set includes k instances for each of 80 classes in RefCOCO?.
Note that the supervised methods use additional forms of
supervision in training, whereas our method does not require
any form of training or additional supervision; thus this set-
ting is even disadvantageous to our method. Figure 4 (right)
shows oloU while varying k£ on RefCOCOg. The results
clearly show that our method outperforms both supervised
methods with large margins when & is small, and the gaps
narrow as k gets larger (64 and 256 for LAVT [60] and
CRIS [54], respectively). Note that it covers about 10% of
the training set when k = 64 and the same trends hold for
both RefCOCO and RefCOCO+.

5.4. Ablation Study

Effects of Mask Quality. To show the impact of the pro-
posed method without considering the mask quality of the
mask generators, we evaluate the performance of our method
and the baselines with COCO instance GT masks in Ta-
ble 2. Our approach has demonstrated superior performance
compared to all baselines and has shown a performance im-
provement of over 3.5%, particularly on RefCOCOg which
includes longer expressions. We believe that our method
performs well on challenging examples that involve com-
plex expressions, such as those with multiple clauses, which
require an understanding of both the language and the scene.

Effects of Global-Local Context Features. We also study
the effects of global-local context features in both visual and
textual modalities and show the results in Table 3. For this
analysis, we use RefCOCOg as it contains more complex
expressions with multiple clauses. Among all combinations

2we use object classes in RefCOCO GT annotation. This is to cover all

salient objects in the dataset during the few-shot training.

of two modalities, using both global-local context features in
the visual and textual domains leads to the best performance.

Qualitative Analysis. We demonstrate several results that
support the effectiveness of our global-local context visual
features in Figure 5. To show this effect more clearly, we
use COCO instance GT masks as mask proposals. When
using only local-context visual features, the predicted mask
tends to focus on the instance that shares the same class as
the target object. However, when using only global-context
visual features, the predicted mask tends to capture the con-
text of the expression but may focus on a different object
class. By combining global and local context, our method
successfully finds the target mask. We also demonstrate the
effectiveness of our global-local context textual features in
Figure 6. Furthermore, we compare the qualitative results
of our method with baseline methods in Figure 7. Our pro-
posed global-local CLIP outperforms the baseline methods
in identifying the target object by taking into account the
global context of the image and expression.

6. Conclusion

In this paper, we propose a simple yet effective zero-shot
referring image segmentation framework focusing on trans-
ferring knowledges from image-text cross-modal representa-
tions of CLIP. To tackle the difficulty of the referring image
segmentation task, we propose global-local context encod-
ings to compute similarities between images and expressions,
where both target object semantics and relations between
the objects are dealt in a unified framework. The proposed
method significantly outperforms all baseline methods and
weakly supervised method as well.
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