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Abstract

The recent detection transformer (DETR) simplifies the
object detection pipeline by removing hand-crafted designs
and hyperparameters as employed in conventional two-
stage object detectors. However, how to leverage the sim-
ple yet effective DETR architecture in domain adaptive ob-
ject detection is largely neglected. Inspired by the unique
DETR attention mechanisms, we design DA-DETR, a do-
main adaptive object detection transformer that introduces
information fusion for effective transfer from a labeled
source domain to an unlabeled target domain. DA-DETR
introduces a novel CNN-Transformer Blender (CTBlender)
that fuses the CNN features and Transformer features inge-
niously for effective feature alignment and knowledge trans-
fer across domains. Specifically, CTBlender employs the
Transformer features to modulate the CNN features across
multiple scales where the high-level semantic information
and the low-level spatial information are fused for accu-
rate object identification and localization. Extensive experi-
ments show that DA-DETR achieves superior detection per-
formance consistently across multiple widely adopted do-
main adaptation benchmarks.

1. Introduction

Object detection aims to predict a bounding box and
a class label for interested objects in images and it has
been a longstanding challenge in the computer vision re-
search. Most existing work adopts a two-stage detection
pipeline that involves heuristic anchor designs, complicated
post-processing such as non-maximum suppression (NMS),
etc. The recent detection transformer (DETR) [5] has at-
tracted increasing attention which greatly simplifies the
two-stage detection pipeline by removing hand-crafted an-
chors [21,22,49] and NMS [21,22,49]. Despite its great
detection performance under a fully supervised setup, how
to leverage the simple yet effective DETR architecture in
domain adaptive object detection is largely neglected.
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Figure 1. The vanilla Deformable-DETR [81] trained with la-
beled source data cannot handle target data well due to cross-
domain shift. The introduction of adversarial feature alignment
in Deformable-DETR + Direct-align [19] improves the detection
clearly. The proposed DA-DETR fuses CNN features and trans-
former features ingeniously which achieves superior unsupervised
domain adaptation consistently across four widely adopted bench-
marks including Cityscapes — Foggy cityscapes in (a), SIM 10k
— Cityscapes in (b), KITTI — Cityscapes in (c) and PASCAL
VOC — Clipartlk in (d).

Different from the conventional CNN-based detection
architectures such as Faster RCNN [49], DETR has a CNN
backbone followed by a transformer head consisting of an
encoder-decoder structure. The CNN backbone and the
transformer head learn different types of features [17,48,69]
- the former largely captures low-level localization features
(e.g., edges and lines around object boundaries) while the
latter largely captures global inter-pixel relationship and
high-level semantic features. At the other end, many prior
studies show that fusing different types of features often
is often helpful in various visual recognition tasks [9, | 1].
Hence, it is very meaningful to investigate how to fuse the
two types of DETR features to address the domain adaptive
object detection challenge effectively.

We design DA-DETR, a simple yet effective Domain
Adaptive DETR that introduces information fusion into
the DETR architecture for effective domain adaptive ob-
ject detection. The core design is a CNN-Transformer
Blender (CTBlender) that employs the high-level semantic
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features in the Transformer head to conditionally modulate
the low-level localization features in the CNN backbone.
CTBlender consists of two sequential fusion components,
including split-merge fusion (SMF) that fuses CNN and
Transformer features within an image and scale aggregation
fusion (SAF) that fuses the SMF features across multiple
feature scales. Different from the existing weight-and-sum
fusion [9, 1 1], SMF first splits CNN features into multiple
groups with different semantic information as captured by
the Transformer head and then merges them with channel
shuffling for effective information communication among
different groups. The SMF features of each scale are then
aggregated by SAF for fusing both semantic and localiza-
tion information across multiple feature scales. Hence, CT-
Blender captures both semantic and localization features in-
geniously which enables comprehensive and effective inter-
domain feature alignment with a single discriminator.

The main contributions of this work can be summarized
in three aspects. First, we propose DA-DETR, a simple yet
effective domain adaptive detection transformer that intro-
duces information fusion for effective domain adaptive ob-
ject detection. To the best of our knowledge, this is the first
work that explores information fusion for domain adaptive
object detection. Second, we design a CNN-Transformer
Blender that fuses the CNN features and Transformer fea-
tures ingeniously for effective feature alignment and knowl-
edge transfer across domains. Third, extensive experi-
ments show that DA-DETR achieves superior object detec-
tion over multiple widely studied domain adaptation bench-
marks as compared with the state-of-the-art as shown in
Fig. I.

2. Related Work
Transformers [56] have achieved great success in various
neural language processing (NLP) tasks [3, 14,40, 46,47]

due to their computational efficiency and scalability. In-
spired by the success of transformers in NLP, several
studies [5, 8, 12, 15, 16, 62,70, 71,77,78, 81] attempt to
adapt transformers to computer vision tasks. For example,
ViT [16] adopts transformer for image classification, which
splits each image into patches and treats them as input to-
kens to transformers. SETR [78] extends ViT to seman-
tic segmentation by introducing multiple decoders designed
for pixel-wise segmentation. For object detection, differ-
ent from CNN-based detector, DETR [5] treats detection
as a set prediction task [50], which eliminates the depen-
dence on various heuristic and hand-crafted designs such
as anchor generation, ROI pooling and non-maximum sup-
pression. Existing vision transformers achieve very promis-
ing performance in supervised learning. However, how to
adapt and generalize them to unsupervised domain adapta-
tion tasks has been largely neglected. In this work, we in-
vestigate domain adaptive detection transformers in an un-

supervised manner.

Unsupervised Domain Adaptation (UDA) has been stud-
ied extensively in recent years, largely for alleviating data
annotation constraint in deep network training in various vi-
sual recognition tasks [7,19,23,28,30-32,41,42,44,52,58,

,00,73,74,82,83]. For object detection, the target of UDA
is to mitigate the domain gap between a source domain and
a target domain, so that the source data can be employed to
train better detectors for target data. Most existing domain
adaptive detectors [6,7,36,51,55,57,64,76,79, 80] adopt
CNN-based detector (i.e., Faster R-CNN) and achieve UDA
via adversarial learning [7, 26, 36, 51, 55, 64, 79], image
translation [ 1, 1,29,33,35,38,54,67] and self-training [30,

]. However, little research [59, 68] is conducted on
how to adopt DETR in domain adaptive detection tasks,
e.g., SFA [59] tackles the domain adaptive object detection
via query-based feature alignment and token-wise feature
alignment. Differently, we introduce the information fusion
idea into the DETR architecture for effective domain adap-
tive object detection.

Feature Fusion is often helpful in various visual recogni-
tion tasks. For example, ResNet [25] fuses features of dif-
ferent network layers with skip connections which achieves
obvious performance gains along with increased network
depth. Feature Pyramid Network (FPN) [39] fuses features
of different scales to build high-level semantic feature maps,
and it usually improves the object detection with clear mar-
gins in various detection tasks. Some work [9, | 1] instead
achieves feature fusion with channel-wise attention [27,45]
and spatial-wise attention [4, 37, 60, 61]. For example,
AFF [11] presents a multi-scale channel attention module
for better fusing features from different layers and scales
that capture different types of semantics. LS-DeconvNet [9]
introduces a gated fusion layer to fuse RGB and depth fea-
tures effectively. We explore information fusion for do-
main adaptive detection transformer, and design a CNN-
Transformer Blender for fusing CNN features and Trans-
former features for effective domain adaptive object detec-
tion. Different from [9, | 1] that adopts a weight-and-sum
strategy, our CNN-Transformer Blender employs the Trans-
former features to modulate the CNN features for more ef-
fective adversarial feature alignment.

3. Preliminaries of Detection Transformer

DETR [5] consists of a CNN backbone [25] to extract
features, an encoder-decoder transformer and a simple feed
forward network (FFN) to make final detection prediction.
Given an image x, the CNN backbone G first generates fea-
ture f and then reshapes f to a vector. The encoder-decoder
in DETR follows the standard architecture of the trans-
former [56], which consists of multiple multi-head self-
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Figure 2. Overview of the proposed DA-DETR: the proposed DA-DETR consists of a base detector (including a backbone G and a
transformer encoder-decoder), a discriminator and a CNN-Transformer Blender (CTBlender). Given an input image from either source or
target domain, the backbone G first produces multi-scale CNN features f La= 1,2, 3,4) and then feeds them to the transformer encoder
to obtain Transformer features p' (I = 1,2, 3,4). For supervised learning, the Transformer features generated by the source images are
further fed to the decoder to compute supervised detection loss Lge¢ With the corresponding ground truth. For unsupervised learning,
CTBlender takes f! and p' as inputs for feature fusion. Finally, the output of CTBlender is fed to the discriminator for computing an
adversarial loss £,4, Which drives adversarial alignment of source and target features.

attention modules that are defined by:

MSA(zq, f ZPH ZSAhqk Py'fi], (D

where M SA(-) consists of H single attention heads, z, and
fx denotes representation features of query element and key
element, Py € R4*% and Py’ € R%*dn are learnable
projection weights (d, = d/H, where d is the dimension
of f). Each self-attention weight S A, is a type of scaled
dot-product attention, which maps a query and a set of key-
value pairs into an output:

Z,ITUE,;mec
Vdp

where U,,, V,,, € R% % are also learnable weights.

We adopt Deformable-DETR [81] as the base detector.
Different from the conventional DETR [5], Deformable-
DETR replaces the normal attention with the deformable
attention which improves the convergence speed greatly:

SApgr x exp ( ), 2)

Deformable M SA(zq,pg, f)

H
3)
= Pul)_ SAngk - P’ f(pg + 5pngr)),

h=1 k

where 0ppq, and S Apqy denote the sampling offset and at-
tention weight of the k-th sampling point in the m-th at-
tention head, respectively. Such sampling design signifi-
cantly mitigates the slow convergence and high complex-
ity issues of DETR [5]. In addition, Deformable-DETR
is extended to aggregating multi-scale features as shown in
Fig. 2. The multi-scale feature maps f' (I = 1,2, 3,4) are
extracted from the output of Block C3-C5 in the ResNet
backbone [25]. More specifically, f', f2 and f3 are ex-
tracted from the output feature maps of Block C3-C4 via a

1x1 convolution. The lowest resolution feature map, ¢.e.,
f4, is extracted by 3x3 stride 2 convolution on the output
feature maps of Block C5. Such multi-scale design enables
attention to capture relationships among different-scale fea-
tures effectively.

4. Method
4.1. Task Definition

The work focuses on the problem of unsupervised do-
main adaptation (UDA) in object detection. It involves a
source domain D, and a target domain D;, where Dq
{ (=%, yé)} is fully labeled, and 4’ represents the labels
of the sample image z%. The goal is to train a detection
transformer that well performs on unlabeled target-domain
data z¢. The baseline model is trained with the labeled
source data (i.e., Dy) only:

Edet = Z(T(G(.ﬁé)), ys)v (4)

where G denotes backbone, T' denotes transformer encoder-
decoder and [ (-) denotes the supervised detection loss that
consists of a matching cost and a Hungarian loss [5, 81] for
object category and object box predictions.

4.2. Framework Overview

As shown in Fig. 2, the proposed DA-DETR con-
sists of a base detector (including a backbone GG and a
transformer encoder-decoder T'), a discriminator C'; and
a CNN-Transformer Blender (CTBlender). We adopt the
deformable-DETR [81] as the base detector, where G ex-
tracts features from the input images and 7" predicts a set
of bounding boxes and pre-defined semantic categories ac-
cording to the extracted features. CTBlender consists of
two sub-modules including a split-merge fusion (SMF) and
a scale aggregation fusion (SAF) as in Fig. 3. Taking the
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Figure 3. Overview of the proposed CNN-Transformer Blender (CTBlender). CTBlender consists of split-merge fusion (SMF) and scale
aggregation fusion (SAF) as illustrated. In SMF, Transformer features of all four scales are adopted to modulate the CNN features. Take
the first level f' and p' as an example. The Transformer feature p' and the CNN feature f' are divided into K groups (e.g., K = 2),
and further fed to SMF to perform spatial-wise fusion and channel-wise fusion, respectively. The fused group features are then merged
to generate the final fused features f ! for the first scale. In SAF, f L (1=1,2,3,4) are aggregated with different scale-wise weights to

generate the final feature V.

CNN features from G and the Transformer features from
the encoder E as inputs, CTBlender fuses the positional and
semantic information in Transformer features and the local-
ization information in CNN features for comprehensive and
effective feature alignment across domains.

Given an input image from either source or target do-
main, the backbone G will first produce multi-scale features
ft( =1,2,3,4) and then feeds them to the transformer en-
coder to obtain Transformer features p' (I = 1,2, 3,4). For
supervised learning, the Transformer features generated by
source images x5 € D; are further fed to decoder to pre-
dict a set of bounding boxes and pre-defined semantic cate-
gories, which will be used to calculate a detection loss L je¢
under the supervision of the corresponding ground-truth la-
bel y; € Ds. For unsupervised learning, CTBlender takes
f1 =1,2,3,4)and p' (I = 1,2,3,4) generated by both
source and target images (i.e., s € D, and xy € Dy) as
inputs. Finally, the output of CTBlender is fed to the dis-
criminator Cy to compute an adversarial loss £, for inter-
domain feature alignment. The overall network is optimized
by the adversarial loss L4, and the detection loss L ge;.

4.3. CNN-Transformer Blender

One key component in DA-DETR is a CNN-Transformer
Blender (CTBlender) that fuses different features for effec-

tive domain alignment. CTBlender takes multi-scale CNN
features and the corresponding multi-scale Transformer fea-
tures as the input, where the semantic and positional infor-
mation in the Transformer features are fused with the lo-
calization information in the CNN features via split-merge
fusion (SMF). The SMF-fused features are then aggregated
across multiple scales via scale aggregation fusion (SAF).

Split-Merge Fusion. In SMF, the rich semantic and posi-
tional informatioLn in the the multi-scale Transformer fea-
tures p = {p'},_ are exploited to fuse with multi-scale

CNN features f = { fl}lel for adversarial feature align-
ment across domains. As SMF operations at each feature
scale are the same, we take the first scale [ = 1 as an exam-
ple to illustrate how we perform split-merge fusion.

Inspired by the split-fuse-merge in [72], SMF first splits
CNN features into multiple groups and then fuses them
with the Transformer features. After that, the fused fea-
tures are merged with channel shuffling for effective infor-
mation communication among different groups. Given a
Transformer feature p! € RE*H*W and a backbone CNN
feature f1 € REXHXW (¢ H, W indicate the number of
channel of feature map, and the height and the width of fea-
ture map, respectively), p! is first split into K groups evenly

along channels, i.e., {pi}le e R(C/E)XHXW = \yhere
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each group captures different semantic information of the
input image. The fusion in each group is then achieved via
spatial-wise fusion and channel-wise fusion, respectively.

For the spatial-wise fusion, the split Transformer fea-
tures are firstly fed into a normalization layer and then re-
weighted by a learnable weight map and a learnable bias
map:

ﬁllcs = s (ws -GN (pllc) + bS) ) )

where f5(+) is an activation function that limits the input in
the range of [0, 1].

For the channel-wise fusion, the split Transformer fea-
ture is firstly compacted by the Global Average Pooling
(GAP) and then re-weighted by a learnable weight vector
and a learnable bias vector:

Pre = fs (we - GAP(py,) +be) (6)

where f5(+) is an activation function that limits the input to
the range of [0, 1].

Similar to the operation for Transformer feature pl, the
CNN feature f! is also divided into K groups along the
channels, i.e., {f,}}le € R(C/E)xHXW

We further adopt shuffle operation to enable information
communication across channels [43, 75]. Specifically, we
first re-weight the split CNN feature by the corresponding
re-weighted Transformer feature (i.e., ., and py..) to gen-

erate re-weighted split CNN feature f}.

Then we shuffle f,i along channels to enable informa-
tion flow across channels for better feature fusion. Lastly,

we conduct the above operations K times to generate
K

K shuffled features for each group, i.e., { f,&}k . €

R(C/E)XHXW — The shufﬂedAfeatures are concatenated to
obtain the fused feature map f! € REXH*W:

f12f0<f]_17’f]{1)77f}()) (7)
where similar operations are conducted to get the results of

R L
all levels f = {fl} .
1=1

Scale Aggregation Fusion. To explicitly perform feature
fusion of different scales, we design a scale aggregation
fusion (SAF) to aggregate features f with different scale
weights as illustrated in the bottom part of Fig. 3. .

Specifically, we compact each scale of feature f =

3L
{ fl} into a channel-wise vector u = {ul}lL_l €

1=1 =

RE*1%1 via a Global Average Pooling (GAP) layer. The
scale weights «; are obtained from channel-wise vectors u'.
Firstly, the channel-wise vectors are merged together to ob-
tain merged vector u,,, by an element-wise addition.

Then, a fully connected layer separates wu,, to L scale-

weight vectors a! € RE*!*1  Finally, V® is obtained by
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Table 1. Ablation study of DA-DETR over domain adaptation task
Cityscapes — Foggy Cityscapes.

L
ve=> fd, ®)
=1

where V¢ is a highly embedded feature that captures rich
semantic information and localization information.

4.4. Network Training

The network is trained with two losses, 7.e., a supervised
object detection loss L. as defined in Eq. 4 and an adver-
sarial alignment loss L, that is defined as follow:

Laaw = E(spep, logCa (H(f,p)))
+E(f)p)6Dt lOg (1 - Od (H (fv p))) )

where f = G (x) and p = E (G (x)). G denotes back-
bone; E denotes transformer encoder; H denotes CNN-
Transformer Blender (CTBlender) and Cy denotes the dis-
criminator. Both source images x; and target images x; are
utilized to compute adversarial loss.

In summary, the overall optimization objective of DA-
DETR is formulated by

max min, Lact(G,T) — AMaav(H,Cq),  (10)

9

where 7' denotes the transformer in DETR, A is the weight
factor that balances the influences of £ 4.; and L4, in train-
ing. Note that we adopt a gradient reverse layer (GRL) [19]
to enable the gradient of L4, to be reversed before back-
propagating to H from Cj.

5. Experiments

This section presents experimentation including experi-
ment setups, implementation details, ablation studies, com-
parisons with the state-of-the-art and discussion. More de-
tails are to be described in the ensuing subsections.

5.1. Experiment Setups

Datasets. Following [7, 26, 33, 35, 51, 64], we evalu-
ate DA-DETR under four widely adopted domain adap-
tation scenarios with eight datasets as listed: 1) Nor-
mal Weather to Foggy Weather (Cityscapes [10] — Foggy
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Cityscapes — Foggy cityscapes

Method ‘ Backbone ‘ person  rider car  truck  bus train  mcycle  bicycle ‘ mAP
Deformable-DETR [81] ‘ ResNet-50 ‘ 37.7 39.1 442 172 268 5.8 21.6 355 ‘ 28.5
DAF [7] ResNet-50 48.2 488 615 22,6 431 202 30.3 42.1 39.6
SWDA [51] ResNet-50 49.0 490 614 239 431 229 31.0 452 40.7
SCL [55] ResNet-50 49.4 486 612 272 411 348 28.5 42.5 41.7
GPA [65] ResNet-50 49.5 467 58.6 264 422 323 29.1 41.8 40.8
CRDA [64] ResNet-50 49.8 484 619 223 40.7 300 29.9 454 41.1
CF [79] ResNet-50 49.6 497 62,6 233 434 274 30.2 44.8 414
SAP [36] ResNet-50 49.3 499 625 23.0 441 294 313 45.8 419
SFA [59] ResNet-50 46.5 486 626 251 462 294 28.3 44.0 413
MTTrans [68] ResNet-50 47.7 499 652 258 459 338 32.6 46.5 434
DA-DETR | ResNet-50 | 49.9  50.0 63.1 240 458 375 316 46.3 | 435

Table 2. Experimental results (%) of the scenario Normal weather to Foggy weather: Cityscapes — Foggy Cityscapes.

SIM 10k — Cityscapes

Method ‘ Backbone ‘ mAP on Car
Deformable-DETR [81] | ResNet-50 | 47.4
DAF [7] ResNet-50 49.8
SWDA [51] ResNet-50 50.5
SCL [55] ResNet-50 51.6
GPA [65] ResNet-50 51.3
CRDA [64] ResNet-50 52.1
CF [79] ResNet-50 52.5
SAP [36] ResNet-50 52.3
SFA [59] ResNet-50 52.6
MTTrans [68] ResNet-50 57.9
DA-DETR \ ResNet-50 \ 54.7

Table 3. Experimental results (%) of the scenario Synthetic scene
to Real scene: SIM 10k — Cityscapes.

KITTI — Cityscapes

Method | Backbone | mAP on Car
Deformable-DETR [81] | ResNet-50 | 39.5
DAF [7] ResNet-50 43.6
SWDA [51] ResNet-50 44.3
SCL [55] ResNet-50 4.5
GPA [65] ResNet-50 432
CRDA [64] ResNet-50 44.8
CF [79] ResNet-50 45.2
SAP [36] ResNet-50 46.5
SFA [59] ResNet-50 46.7
DA-DETR | ResNet-50 | 48.9

Table 4. Experimental results (%) of the scenario Cross-camera
Adaptation: KITTI — Cityscapes.

Cityscapes [53]); 2) Synthetic Scene to Real Scene (SIM
10k [34] — Cityscapes [10]); 3) Cross-camera Adaptation
(KITTI [20] — Cityscapes [10]) and 4) Real-world Images
to Artistic Images (PASCAL VOC [18] — Clipartlk, Wa-
tercolor2k, Comic2k [33]).

5.2. Implementation Details

In all experiments, we adopt deformable-DETR [81] as
the base detector. Since there is only few prior study [59]
on transformer-based domain adaptive detection, we mod-
ify existing object detectors using Faster R-CNN [7, 24, 36,

,64,79] to the transformer-based domain adaptive detec-
tion for fair comparisons. The modification is accomplished
by keeping domain adaptation modules unchanged but re-
placing post-processing modules in Faster R-CNN (e.g., re-
gion proposal network, proposal classification module, etc.)
by the encoder-decoder module of deformable DETR. In
addition, we adopt ResNet-50 [25] (pre-trained on Ima-
geNet [13]) as backbone, and use SGD optimizer [2] with a
momentum 0.9 and a weight decay 1e —4 in all experiments
with deformable-DETR.

In all experiments, the weight factor A in Eq. 10 is fixed
at 0.1 and the number of split groups K in SMF is fixed
at 32. All the experiments are implemented in Pytorch.
For evaluation metrics, we report average precision (AP)
for each object category and mean average precision (mAP)
of all object categories with a threshold of intersection over
union (IoU) at 0.5 asin [7,51,64].

5.3. Ablation Studies

The proposed CTBlender consists of split-merge fusion
(SMF) and scale aggregation fusion (SAF). We first study
the two fusion modules to examine how they contribute to
the overall unsupervised domain adaptive detection perfor-
mance. Table 1 shows experimental results over the valida-
tion data of Foggy Cityscapes under the adaptation scenario
‘normal weather to foggy weather’.

As Table 1 shows, the Baseline [81] trained using the
labeled source data only does not perform well due to do-
main shifts. The model Direct-align aligns CNN features
directly via adversarial learning which improves the Base-
line from 28.5% to 38.4% in mAP. The proposed SMF is
evaluated under three settings including with Splitting op-
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PASCAL VOC — Clipartlk

Method ‘ aero bcyc. bird boat bott. bus car cat chair cow table dog horse bike pers. plant sheep sofa train @ tv mAP
Deformable-DETR [81] | 24.8  50.5 14.0 228 115 507 287 3.0 265 326 221 174 196 73.1 542 208 115 126 552 303 | 29.1
DAF [7] 335 396 249 314 190 61.8 345 11.0 292 285 226 209 265 614 516 267 83 231 597 395 | 327
SWDA [51] 386 53.0 294 395 252 648 369 214 379 395 307 287 314 737 634 335 158 292 613 412 | 398

SCL [55] 323 468 319 360 368 436 409 244 351 378 181 349 326 673 645 432 145 304 535 436 | 384

GAP [65] 289 424 324 368 365 408 39.1 232 346 391 166 331 364 652 660 40.1 143 306 564 395 | 376

SFA [59] 352 47.6 335 383 39.6 404 385 272 376 431 239 316 325 725 668 430 185 290 53.0 449 | 398
DA-DETR ‘ 431 477 315 337 214 628 426 148 395 442 359 275 318 726 656 422 173 311 713 50.1 ‘ 41.3

Table 5. Experimental results (%) of the scenario Real-world images to Clipart-style images: PASCAL VOC — Clipartlk.

PASCAL VOC — Watercolor2k

Method ‘ bike bird car cat dog person | mAP
Deformable-DETR [81] | 43.3 399 21.0 503 137 49.1 36.2
DAF [7] 580 41.7 302 327 345 669 | 440
SWDA [51] 58.7 537 253 402 328 702 | 46.8
UaDAN [24] 572 478 310 378 349 703 | 482
DA-DETR | 586 537 319 462 402 73.0 | 50.6
PASCAL VOC — Comic2k

Method ‘ bike bird car cat dog person ‘ mAP
Deformable-DETR [81] | 223  13.6 19.6 166 189  33.1 20.3
DAF [7] 27.8 175 287 245 208 455 | 275
SWDA [51] 36.6 128 295 165 332 617 | 31.7
UaDAN [24] 373 173 253 285 290 619 | 332
DA-DETR ‘ 442 181 250 27.7 330 624 ‘ 35.1

Table 6. Experimental results (%) of the scenarios Real-world im-
ages to Watercolor-style images: PASCAL VOC — Watercolor2k
and Real-world images to Comic-style images: PASCAL VOC —
Comic2k.

eration, with Shuffling operation and with both. It can be
observed that SMF under all three settings outperforms the
Direct-align consistently, while the SMF with both Splitting
and Shuffling performs the best. In addition, including SAF
alone over the Direct-align improves mAP by 3.3%. The
incorporation of SMF and SAF achieves the best mAP at
43.5%, demonstrating that SMF and SAF are complemen-
tary to each other.

5.4. Comparisons with the State-of-the-Art

We evaluate DA-DETR under four domain-shift scenar-
ios: 1) Normal weather to Foggy weather; 2) Synthetic
scene to Real scene; 3) Cross-camera Adaptations and 4)
Real-world images to Artistic images. In each domain-shift
scenario, we compare DA-DETR with a number of state-of-
the-art unsupervised domain adaptive methods.

Normal Weather to Foggy Weather: We first study the
adaptation from normal weather to foggy weather on the
task Cityscapes — Foggy cityscapes. As Table 2 shows,
DA-DETR outperforms the baseline deformable DETR [81]
greatly. It also outperforms the state-of-the-art [59] by 2.2%
in mAP. For certain categories such as ‘train’ that can not
be well detected by existing methods, DA-DETR achieves
the best AP of 37.5. Such experimental results verify that

the proposed CTBlender helps to identify both the semantic
information and the localization information effectively.
Synthetic Scene to Real Scene: Table 3 shows experi-
ments of adaptation from synthetic to real scenes on the task
SIM 10k — Cityscapes. We can observe that DA-DETR
achieves the best accuracy with a mAP 54.7%, showing that
DA-DETR is powerful when there is only one object cate-
gory ‘car’ in cross-domain detection task.

Cross-camera Adaptation: Table 4 shows experiments of
cross-camera adaptation over the task KITTI — Cityscapes.
We can observe that DA-DETR outperforms the state-of-
the-art and improves the baseline model [81] from 39.5%
to 48.9% in mAP. These experiments further show that the
proposed DA-DETR can well generalize to different do-
main adaptation tasks.

Real-world Images to Artistic Images: We evaluate the
adaptation from real-world images to clipart-style images
on the task PASCAL VOC — Clipartlk. Table 5 shows ex-
perimental results, where DA-DETR achieves the best mAP
of 41.3%. In addition, DA-DETR improves the baseline
by large margins for certain categories that are not well de-
tected by the baseline model [81] such as bird and sofa. This
experiment shows that DA-DETR can handle domain adap-
tation with multiple categories effectively.

To demonstrate the generalization capability of DA-
DETR, we also evaluate it over the tasks PASCAL VOC
— Watercolor2k and PASCAL VOC — Comic2k, respec-
tively. As Table 6 shows, DA-DETR outperforms the base-
line [81] by large margins, and it also outperforms all state-
of-the-art methods over two tasks consistently.

5.5. Discussion

Effectiveness of Split Fusion in CTBlender. As described
in Section 4, the split operation in SMF splits input fea-
ture into K groups which helps to encode different semantic
information into the fused feature. We examine the effec-
tiveness of the split operation over domain adaptation task
Cityscapes — Foggy cityscapes by visualizing the weight
generated by each group. We sampled 4 groups from the to-
tal 32 groups for each image and highlighted the produced
weight over the sample images as shown in Fig. 4. We
can observe that SMF captures different foreground regions
over different groups, demonstrating that the split operation
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Original image k=8 k=16

k=24 k=32

Figure 4. Visualization of generated weight in SMF for each group. We take two sample images from validation set of Cityscapes, which
are shown in the first column. For each image, we sample 4 groups from the total 32 groups and highlight the generated attention over
each sample image as shown in columns 2 to 5, respectively. We can observe that the generated weight in different groups detect different
foreground regions effectively. k denotes the k*" group defined in Section 4.

Cityscapes — Foggy Cityscapes

Method | Aligned Features | mAP
Deformable-DETR [81] | NA. | 285
Direct-Align [19] ‘ CNN features ‘ 38.4

Direct-Align [19] | Transformer features | 38.9

Direct-Align [19] 40.2
Addition [25] 42.1
Multiplication [61] CNN features 41.9
Convolution [72] and 41.8
AFF [11] Transformer features 42.4
LS-DeconvNet [9] 42.6
CTBlender(ours) 43.5

Table 7. Comparing the proposed CTBlender with conventional
fusion mechanisms in cross-domain alignment (on the domain
adaptive object detection task Cityscapes — Foggy Cityscapes).

helps to learn different semantic features effectively.
Analysis of CNN Features and Transformer Features.
We study how CNN features and Transformer features
affect unsupervised domain adaptation by examining the
adaptation performance of the direct alignment of CNN
features f, the direct alignment of Transformer features p
and both, respectively. As shown in Rows 1-4 of Table 7,
aligning CNN features and Transformer features simultane-
ously brings clear further performance improvement over
either CNN feature alignment or Transformer feature align-
ment. This shows that either the localization information in
CNN features or the semantic information in Transformer
features can facilitate domain adaptation in some degree
while these two types of information are complementary for
cross-domain alignment.

Comparison with Conventional Fusion Mechanisms. We
study how different feature fusion strategies affect the do-
main adaptation performance by comparing our CTBlender
with existing feature fusion strategies [9,11,25,61,72], e.g.,
fusing CNN features and Transformer features via 1) ad-
dition [25], multiplication [61] and convolution [72], and

2) attention-based fusion [9, 1 1]. As shown in the bottom
part of Table 7, all fusion strategies improve the Direct-
Align baseline clearly, demonstrating the effectiveness of
aligning the fused features in UDA. In addition, we can ob-
serve that our CTBlender performs the best clearly, largely
attributed to its split-merge fusion and scale aggregation fu-
sion designs that fuses CNN features and Transformer fea-
tures ingeniously. Specifically, the split-merge fusion in CT-
Blender splits the CNN/Transformer feature which enables
to fuse them along spatial and channel dimensions respec-
tively, leading to comprehensive information fusion along
both feature dimensions. Besides, the scale aggregation fu-
sion in CTBlender aggregates rich information across multi-
ple image scales, leading to effective cross-domain feature
alignment for different scales that facilitates cross-domain
detection against large scale variance.

6. Conclusion

This paper presents DA-DETR, an unsupervised domain
adaptive detection transformer that introduces information
fusion into the DETR framework for effective knowledge
transfer from a labeled source domain to an unlabeled tar-
get domain. We design a novel CNN-Transformer Blender
that fuses the CNN features and Transformer features inge-
niously for effective feature alignment and domain adapta-
tion across domains. Extensive experiments over multiple
domain adaptation scenarios show that DA-DETR achieves
superior performance in unsupervised domain adaptive ob-
ject detection. Moving forwards, we plan to continue to in-
vestigate innovative cross-domain alignment strategies for
better domain adaptive transformer detection.
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