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Abstract

In machine learning, it is often observed that standard
training outputs anomalously high confidence for both in-
distribution (ID) and out-of-distribution (OOD) data. Thus,
the ability to detect OOD samples is critical to the model de-
ployment. An essential step for OOD detection is post-hoc
scoring. MaxLogit is one of the simplest scoring functions
which uses the maximum logits as OOD score. To provide a
new viewpoint to study the logit-based scoring function, we
reformulate the logit into cosine similarity and logit norm
and propose to use MaxCosine and MaxNorm. We empir-
ically find that MaxCosine is a core factor in the effective-
ness of MaxLogit. And the performance of MaxLogit is en-
cumbered by MaxNorm. To tackle the problem, we propose
the Decoupling MaxLogit (DML) for flexibility to balance
MaxCosine and MaxNorm. To further embody the core of
our method, we extend DML to DML+ based on the new
insights that fewer hard samples and compact feature space
are the key components to make logit-based methods effec-
tive. We demonstrate the effectiveness of our logit-based
OOD detection methods on CIFAR-10, CIFAR-100 and Im-
ageNet and establish state-of-the-art performance.

1. Introduction

In real-world applications, the closed-world assumption
does not always hold where all the classes in the test phase
would be available in the training phase. Out-of-distribution
(OOD) detection [11] is a natural and challenging setting,
and there is an open space containing outliers not belong-
ing to any training classes. When the model is deployed in
practice, OOD data often come from the open world [17].
Thus, it is crucial for a trustworthy model to not only pro-
duce accurate predictions on in-distribution (ID) data, but
also distinguish the OOD data and reject them. However,
the machine-learning model easily produces over-confident
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Figure 1. AUROC and FPR95 (in percentage) of previous OOD
detection methods on ImageNet and CIFAR-100. (a) shows the
AUROC (higher is better) of our methods (orange pentagons) and
other methods (blue rectangles). (b) shows the FPR95 (lower is
better) of our methods and SOTA methods w/ (LogitNorm [37])
and w/o (ViM [36]) training on CIFAR-100.

wrong predictions on OOD data [25]. For instance, a model
may wrongly detect the zebra as a horse with high confi-
dence when the zebra is not in the training set.

A key of the OOD detection algorithm is a scoring func-
tion that maps the input to the OOD score, indicating to
what extent the sample is an OOD sample. Various scor-
ing functions have been proposed to seek the properties
that better distinguish OOD samples. The OOD score is
calculated mainly from the output of the model, includ-
ing features [20, 30, 36], logits [10, 11, 23]. For example,
MSP [11] uses the maximum Softmax probabilities, and
MaxLogit [10] uses the maximum logits as the OOD score.

MaxLogit and MSP are two simplest scoring functions
that do not require extra computational costs. In contrast,
other methods require extra storage [30], or extra compu-
tational cost [14]. However, the logit-based methods MSP
and MaxLogit are not state-of-the-art (SOTA). Intuitively,
the simple logit-based method could achieve comparable
performance as other complex scoring methods, because
logit contains high-level semantic information. We hypoth-
esize some underlying reasons limit the performance.

To revitalize the simple logit-based method, we start the
work by analyzing the reasons which cause the performance
gap between MSP and MaxLogit. The gap may be due to
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the softmax operation normalizing out much feature norm
information of the logits. To delve into the effect of feature
norm, we divide the logit into two parts: (1) the cosine sim-
ilarity between the features and classifier; (2) the feature
norm. We discard the classifier weight norm because the
norm is identical after the model coverage [27]. We use the
top value of the two as the OOD score, named MaxCosine
and MaxNorm. Therefore, MaxLogit is a coupled form.

We find that MaxCosine outperforms MaxLogit with
the same model and MaxNorm performs much worse
than MaxLogit. Thus, MaxLogit (1) is encumbered by
MaxNorm, (2) suppresses the effectiveness of MaxCo-
sine, and (3) restricts the flexibility to balance MaxCosine
and MaxNorm. The three problems are the bottleneck of
MaxLogit. To tackle the problem, we propose Decoupling
MaxLogit (DML) for flexibility to balance MaxCosine and
MaxNorm. DML decouples the MaxCosine from the equal
coefficient with MaxNorm by replacing it with a constant.

The decoupling method solves the second and third
problems but still leaves the first problem unsolved. Al-
though MaxNorm helps DML to outperform MaxCosine,
the improvement is marginal due to the low performance
of MaxNorm. Therefore, we study the role of model train-
ing and show that a simple modification to standard train-
ing could significantly boost MaxNorm and MaxCosine for
OOD detection. Specifically, a feature space with fewer
hard samples benefits MaxCosine and a compact feature
space benefits MaxNorm. Also, the normalized feature and
classifier are the key to the success of the logit-based meth-
ods. These findings are not discussed in prior works. We
extend DML to DML+ based on the above new insights to
further boost the DML performance as shown in Fig. 1.

We summarize our contributions as follows.
• To overcome the limitations of MaxLogit, we propose

a post-hoc scoring method DML, which decouples
MaxLogit for flexibility to balance MaxCosine and
MaxNorm. DML outperforms MaxLogit and achieves
comparable performance with SOTA methods.

• We offer new insights into the key components to make
MaxCosine, MaxNorm and DML effective, including
replacing the standard linear classifier with a cosine
classifier and different training losses. The findings are
supported by empirical results and theoretical analysis.
We also prove that the findings could greatly boost the
performance of existing OOD scoring methods.

• Based on the insights, we extend DML to DML+
which changes the standard training. Significant im-
provements on CIFAR and ImageNet have shown its
effectiveness.

2. Related Work
OOD Detection has attracted growing research atten-

tion for the safe deployment of the model in the real world.

The major branch of OOD detection is classification-based
methods [41, 42] including confidence enhancement meth-
ods [1,31], outlier exposure [2,7,26,44] and post-hoc detec-
tion [10–12,14,21,23,29,36]. The outlier exposure methods
require auxiliary OOD data as the outlier to help the model
learn the ID or OOD discrepancy. For example, NMD [7]
finds that activation means of OOD data and ID data are de-
viated and trains the OOD detector with OOD and ID data.

An active line of research of OOD detection without ex-
tra data is post-hoc detection. It is easy to use the post-hoc
methods when given a trained model. MaxLogit [10] exper-
iments with the maximum logit value of the samples. ODIN
[21] finds that large temperature scaling and input perturba-
tion help distinguish the OOD samples. Energy [23] pro-
poses using an energy score based on the logsumexp of the
logits for OOD detection. GradNorm [14] uses the gradients
of KL divergence between the softmax output and a uniform
distribution as evidence for ID and OOD distinction. A re-
cent work ViM [36] combines the information from both
the feature space and the logits for OOD detection.

Another line of work that detects OOD without extra
data involves training. VOS [8] adaptively synthesizes vir-
tual outliers from the low-likelihood region in the feature
space to reduce the confidence of the model for the de-
tection task. LogitNorm [37] fixes the widely used cross-
entropy loss by normalizing the logits in the training phase.

Normalization in deep learning. Normalization is
widely adopted in deep learning including face recognition
[16, 34, 35, 47], self-supervised learning [3, 18], etc. Norm-
Face [35] normalizes the feature and classifier to boost face
verification performance. SupCon [18] and SimCLR [3] use
cosine similarity to measure the similarity between differ-
ent samples. In the literature on OOD detection, LogitNorm
[37] normalizes the logit value during training time and uses
the unnormalized logits to calculate the OOD score. Nor-
malization on logits differs from the cosine similarity be-
cause of the cosine value difference. And LogitNorm can
be easily combined with common OOD scoring functions.

3. Preliminaries
We consider a neural network for the K-class classifica-

tion task, which can be represented as

f(x;W full) = bL +WLδ(· · · δ(b1 +W 1x) · · · ), (1)

where W full = {W 1, · · · ,WL} denotes the weights of
the L layers, {b1, · · · , bL} denotes the biases, and δ(·)
is the nonlinear activation function. Given the data xk,i

belonging to class k, we define the last-layer features as
hk,i ∈ Rd,f(x;W full) = bL +WLhk,i. The later anal-
ysis does not include the bias term for simplicity. Then, the
logit is zk,i = WLhk,i where WL = [w1, · · · ,wK ]⊤.

Given a training set Dtr = {(xk,i, k)}Ni=1 with N train-
ing samples and K classes from an underlying distribution
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Ptr, we first train a model on the training set. The goal
of OOD detection is to discriminate if a given sample is
from Ptr or another data distribution. Therefore, two keys
of OOD detection are (1) training a model robust to OOD
samples, i.e., easier to distinguish the ID and OOD samples
and (2) designing a score function so that samples with a
smaller score are classified as OOD.

We define two metrics to measure feature collapse [48]:
Within-class Feature Convergence (WFC) and Class mean
Feature Convergence to the corresponding classifier (CFC).

WFC :=
trace(ΣWΣ†

B)

K
, (2)

CFC :=
K∑

k=1

∣∣∣∣∣∣∣∣ hk

||h||F
− wk

||W ||F

∣∣∣∣∣∣∣∣, (3)

where † denotes the pseudo-inverse,h is the feature matrix
of all samples. hk and h are the mean of class k features and
all features respectively, ΣW = 1

Kn

∑K
k=1

∑n
i=1(hk,i −

hk)(hk,i −hk)
⊤ and ΣB = 1

K

∑K
k=1(hk −h)(hk −h)⊤.

More details are included in the supplementary materials.

4. Methods
4.1. Rethinking MaxLogit

The MSP score of a sample is the maximum Softmax
value of the sample: max(Softmax(zk,i)). The MaxLogit
score of a sample is the maximum logit value of the sample:
max(zk,i). Recall that zk,i = [zi1, zi2, ..., ziK ].

MaxLogit outperforms MSP on different datasets. The
monotonically-increasing function transforms on the score
function (e.g., log(·) and exp(·)) do not affect the OOD
detection performance. Therefore, the only difference be-
tween MSP and MaxLogit is the sum item ΣK

j=1 exp(zij).
After the model coverage, the sum item is primarily affected
by the feature norm. Therefore, the difference between
MSP and MaxLogit mainly comes from the feature norm.
This motivates us to investigate how the cosine similarity
and the feature norm affect OOD detection performance.

We decouple the MaxLogit into two parts: MaxCo-
sine and MaxNorm. Given a sample xk,i, MaxCosine and
MaxNorm can be formulated as

MaxCosine : max(cos< hk,i,wj >)Kj=1, (4)

MaxNorm : ||hk,i||. (5)

The MaxLogit score equals the MaxCosine score multi-
plied by the MaxNorm score. As we explained, applying
an increasing function transform on the score does not af-
fect the OOD detection performance. Thus, MaxLogit can
be formulated with two individual parts log(max(zk,i)) =
log(max(cos< hk,i,wj >)) + log |hk,i|+ log |w|, which
is a coupled form of MaxCosine and MaxNorm. Note that

Methods Model1 Model2 Model3
MSP 76.21 82.06 74.92

MaxCosine 81.78 81.52 78.96
MaxNorm 56.93 43.85 64.88
MaxLogit 80.96 80.18 78.98

DML 82.34 (+1.38) 83.14 (+2.96) 80.34 (+1.36)

Table 1. The OOD detection AUROC results on CIFAR-100 with
WRN-40-2. The model with a linear classifier is trained with dif-
ferent losses, the same as that in Fig. 6. All values are percentages.

the norm of the classifier weight wj is almost identical after
model coverage [27], so we use a constant |w| to replace it.

By the reformulation of MaxLogit, we empirically find
that MaxCosine outperforms MaxLogit with the same
model and MaxNorm performs much worse than MaxLogit.
As Table 1 shows, MaxCosine outperforms MaxLogit by
around 0.8% on different models. Meanwhile, MaxNorm
performs worse than MaxCosine by around 30%. As a cou-
pled form, MaxLogit is dragged down by MaxNorm. When
the MaxNorm performs worse on Model2, MaxCosine out-
performs MaxLogit by over 1.3%, which is the largest per-
formance gap between the three models. When MaxNorm
performs better on Model3, MaxLogit outperforms Max-
Cosine by 0.03%, which indicates that MaxNorm is com-
plementary to MaxCosine.

Based on the above analysis, we propose a new OOD de-
tection method termed Decoupling MaxLogit (DML). DML
can be written as

DML = λMaxCosine + MaxNorm, (6)

where λ is a hyper-parameter. We normalize MaxCosine
and MaxNorm scores by their sum on ID data respectively
so that their importance can be separately considered. The
weight λ is tuned on Gaussian noise. As Table 1 shows,
DML outperforms MaxLogit by over 1.36%.

4.2. Improving MaxCosine and MaxNorm

Although MaxNorm helps DML to outperform Max-
Cosine, the improvement is marginal due to the low per-
formance of MaxNorm. Therefore, we study the role of
model training and show that a simple modification to stan-
dard training could significantly boost the performance of
MaxNorm and MaxCosine. The experimental setting is the
same as in Table 4. We report the mean area under the ROC
curve (AUROC) on six OOD test datasets.

Cosine classifier leads to better MaxCosine and
MaxNorm, also logit-based methods. When considering the
norm and cosine similarity, an intuitive idea is to use a co-
sine classifier. The cosine classifier optimizes the cosine
similarity in the training phase. As Table 2 shows, the co-
sine classifier substantially increases the performance of all
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Classifier DML MaxL MaxC MaxN CFC↓ WFC↓
Linear 82.34 80.96 81.78 56.93 0.789 3778
Cosine 85.34 82.53 84.14 76.39 0.618 396

Table 2. The AUROC of OOD detection and CFC / WFC on
CIFAR-100 with WRN-40-2 and CE loss. MaxL: MaxLogit,
MaxC: MaxCosine and MaxN: MaxNorm.

CLS Loss DML MaxL MaxC MaxN CFC↓ WFC↓

L
Center 80.34 78.98 78.96 64.88 0.69 2106
Focal 83.14 80.18 81.52 43.85 0.75 4115

C
Center 89.86 89.62 77.40 89.85 1.17 251
Focal 89.38 83.41 90.90 69.85 0.47 554

Table 3. The AUROC of OOD detection of and CFC/WFC of
different loss and classifiers on CIFAR-100 with WRN-40-2. CLS:
classifier, L: linear classifier, C: cosine classifier.

four methods. Note that the improvement of MaxNorm is
much larger than that of MaxCosine. This may be due to
the linear classifier could minimize the loss by increasing
the feature norm of easy samples (i.e., samples with high
confidence) and ignoring the hard samples. This tendency
is also noted in [28].

We also analyze it from a statistical view. As Table 2 and
3 show, both the WFC and CFC scores decrease when using
the cosine classifier. WFC indicates the with-class feature
convergence and WFC is lower when the features are more
compact. CFC measures the extent of the features’ conver-
gence to the corresponding classifier. Intuitively, the fea-
tures having similar norms could lead to better MaxNorm.
And the features closer to the corresponding classifier could
lead to better MaxCosine. All the WFC and CFC are calcu-
lated on the training set.

Lower WFC leads to better MaxNorm. One approach
to improve the WFC of the model is Center loss [38], natu-
rally. The Center loss can be formulated as

Lcenter =

K∑
k=1

n∑
i=1

||hk,i − Ck||2, (7)

where Ck is the mean feature of corresponding class k.
Center loss is combined with CE loss with a weighting
hyper-parameter as in [38]. Center loss urges the features
to be more clustered and the features of identical classes
have more similar feature norms. We use WFC to quan-
tify that and suppose the model with lower WFC has better
MaxNorm performance. To verify the assumption, we take
different loss functions with different hyper-parameter and
train the WRN-40-2 on CIFAR-100.

We can improve MaxNorm’s performance by decreasing
the WFC. Fig. 2 (a) shows the correlation between WFC
and MaxNorm. For example, CE loss (scatter point 6); Fo-
cal loss with different γ (5,7,8); Center loss with different
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Figure 2. Gains in OOD detection performance of WRN-40-2 (co-
sine classifier) as CFC or WFC score increases on CIFAR-100.

weight (1-4). The figure also shows that Center loss helps
the model to gain a lower WFC score than both CE and Fo-
cal loss. Details can be found in supplementary materials.

Lower CFC leads to better MaxCosine. MaxCosine
uses cosine similarity to identify OOD samples. Thus, when
there are fewer ID samples in the low-likelihood region (i.e.,
fewer hard samples), the performance of MaxCosine could
be better. A method to tackle hard samples is hard sample
mining. The Focal loss [22] is one of the leading works in
this area and can be written as

Lfocal = −
K∑

k=1

n∑
i=1

(1− pk,i)
γ log(pk,i), (8)

where γ is a hyper-parameter and pk,i is the softmax score.
Fig. 2 (b) shows the correlation between CFC and Max-

Cosine. For example, CE loss (scatter point 3); Focal loss
with different γ (1,2); Center loss with different weight (4-
8). The figure shows that lower CFC leads to better Max-
Cosine. Also, training with Focal loss could lead to smaller
CFC than both Center loss and CE loss.

In general, we can conclude: (1) compared with a linear
classifier, a cosine classifier is more robust to OOD samples;
(2) there exists correlations between WFC and MaxNorm,
and between CFC and MaxCosine; (3) training with Center
loss leads to larger CFC and smaller WFC, while the oppo-
site is true for Focal loss.

4.3. Theoretical analysis of WFC and CFC

Below, we reveal the lower bound of WFC and CFC
along with the loss optimization.

Proposition 1 (Lower Bound of WFC and CFC) For the
normalized w1,w2, · · · ,wK and h ∈ Rd, (zk,i)j =
w⊤

j hk,i ∈ R, CE loss is bounded by

LCE ≥ n log

(
1+(K−1)exp

(
−K

√
K

K − 1
||W ||F ||h||2

))
.

When the equality holds, WFC and CFC reach the lower
bound: WFC, CFC ≥0.

The proof is provided in supplementary materials. From
Proposition 1, we find that the optimum of WFC and CFC
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Figure 3. The pipeline of our method. We train two individual
models with Focal loss and Center loss. In inference, we calculate
MaxNorm on the second model and MaxCosine on the first model.
Then we couple the two scores into DML to detect OOD samples.

and CE loss are obtained at the same condition. That in-
dicates the benefit of lower CFC and WFC, which is also
illustrated empirically in Table 3.

When CE loss reaches the optimum, Center loss and Fo-
cal loss also reach the optimum, i.e., the features collapse to
the center and the weighting strategy of Focal loss does not
change the optimum. However, during the training process,
the optimum is hard to reach. Thus, the two loss functions
improve the OOD performance by facilitating the training
process. For example, training with Center loss will have
lower WFC but higher CFC than CE loss. Similarly, cosine
classifier focus on the optimization of cosine similarity. The
model can not decrease the loss by increasing the feature
magnitude of easy samples to ’escape’ the hard samples,
which leads to lower WFC and CFC as shown in Table 2.

Although the cosine classifier and loss functions do not
require extra training costs, the OOD detection performance
greatly benefits from decreasing WFC and CFC.

4.4. Decoupling MaxLogit + (DML+)

DML is a post-hoc scoring function that is model agnos-
tic and training scheme agnostic. In this section, we im-
prove DML based on the key insights which make MaxCo-
sine and MaxNorm effective in practice.

To further improve DML, a robust method is to apply
MaxCosine on the cosine classifier model trained with Fo-
cal loss and apply MaxNorm on the cosine classifier model
trained with Center loss. This method does not require
tuning λ in DML on each model. As we explained, the
MaxNorm and MaxCosine are complementary. Thus, as
shown in Fig. 3, we extend DML to DML+ as

DML+ = λMaxCosineF + MaxNormC , (9)

where MaxCosineF means MaxCosine applied on the Fo-
cal model and MaxNormC means MaxNorm applied on the
Center model. We use MCF to represent MaxCosineF and
MNC to represent MaxNormC for convenience.

Notably, DML+ offers several compelling advantages:

(1) The MCF model and MNC model have similar perfor-
mance. Thus, DML+ is free from hyper-parameter tuning,
where we set λ = 1 for all experiments. (2) DML+ is ro-
bust to different OOD samples because DML+ draws on the
strengths of both models. (3) DML+ is OOD agnostic and
does not rely on the information of OOD samples.

5. Experiments
5.1. Experimental Settings

In-distribution datasets. We use three common bench-
marks CIFAR-10 and CIFAR-100 [19] and ImageNet [5].
Out-of-distribution datasets. For CIFAR, we use six
benchmarks as OOD datasets following the work [37] in-
cluding Textures [4], SVHN [24], LSUN-Crop and LSUN-
Resize [43], iSUN [40] and Places365 [46]. For ImageNet,
we use four common benchmarks as OOD datasets fol-
lowing the work [30] including iNaturalist [32], SUN [39],
Places365, and Textures. The evaluations include a diverse
range of domains. Details of datasets can be found in supp.
Evaluation metrics. We use two commonly-adopted met-
rics to evaluate our methods. The AUROC is a threshold-
free metric to describe the performance of a model. No-
tably, a higher AUROC is better. FPR95 is the false-positive
rate of OOD data when the true-positive rate of ID data is
95%, and a smaller FPR95 is better. For all experiments,
we report both scores in percentage. All reported scores are
averaged over ten runs.
Hyper-parameters. In DML, we tune λ based on the OOD
detection performance on Gaussian noise. In DML+, we set
λ = 1 for all experiments.
Training details. The baseline methods we reproduced are
all experimented on the model trained with CE loss and lin-
ear classifier, as in the original paper report. The scale pa-
rameter of the cosine classifier is set to 40 for all experi-
ments. We set γ = 2 for Focal loss.

We experiments several model architectures including
WRN-40-2 [45], ResNet34 and ResNet50 [9] and DenseNet
[13]. For CIFAR-10 and CIFAR-100, all the models are
trained for 200 epochs using SGD optimizer with a mo-
mentum of 0.9 and the cosine learning rate scheduler, which
gradually decays the learning rate from 0.1 to 0. The weight
decay is 5× 10−4, and the batch size is 128. For ImageNet,
we train the ResNet50 from scratch for 90 epochs using the
same SGD and learning rate scheduler as on CIFAR. The
weight decay is 5× 10−4, and the batch size is 256.

5.2. Comparison with SOTA

Yang et al. [41] experiment on 22 OOD detection meth-
ods with identical settings. We choose the SOTA methods
based on that result for different datasets. For OOD de-
tection methods without extra data and with training, we
choose LogitNorm [37] and GODIN [12]. For OOD de-
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Methods
Textures SVHN LSUN-C LSUN-R iSUN Places365 Average

AUR ↑ FPR ↓ AUR ↑ FPR ↓ AUR ↑ FPR ↓ AUR ↑ FPR ↓ AUR ↑ FPR ↓ AUR ↑ FPR ↓ AUR ↑ FPR ↓
MSP 74.24 84.43 77.17 80.66 84.26 66.30 73.37 81.98 73.04 82.49 75.20 82.69 76.21 79.76

ODIN* 75.60 80.23 79.60 83.52 93.01 37.45 83.51 69.69 81.01 74.47 75.55 78.93 81.38 70.71
Energy 75.80 82.23 83.92 75.72 93.53 37.25 79.05 76.02 78.48 78.38 75.71 82.58 81.08 72.03

ViM 91.25 38.65 86.38 60.76 79.08 83.24 85.02 61.64 84.21 63.17 70.19 86.00 82.68 65.58
MaxLogit 76.55 82.30 83.67 76.50 92.86 42.50 79.08 76.50 78.05 78.50 75.52 82.30 80.96 73.09

ours (DML) 79.57 82.63 83.85 76.21 87.57 60.28 82.88 71.31 82.25 73.38 77.91 80.13 82.34 73.98
LogitNorm* 78.65 70.67 92.48 45.98 97.56 13.93 84.77 68.68 83.79 71.47 77.14 80.20 85.73 58.49
ours (MCF) 91.74 40.15 95.60 26.93 92.30 36.90 95.78 22.74 94.58 27.39 75.40 81.59 90.90 39.28
ours (MNC) 85.52 58.41 94.92 32.21 97.53 13.54 88.98 50.37 88.69 49.51 83.41 68.56 89.84 45.43

ours (DML+) 88.56 49.24 96.51 21.69 97.84 12.56 91.85 37.01 91.50 37.67 83.31 68.31 91.57 37.75

Table 4. OOD detection for our methods and baseline methods on CIFAR-100. AUR represents AUROC and FPR95 for FPR, and all
values are percentages. The best model is emphasized in bold, while the 2nd and 3rd are underlined. * means the results are from [37].
The methods above the line are post-hoc methods while under the line are methods with improved training.

Dataset CIFAR-10 CIFAR-100

Methods
WRN-40-2 R34 DenseNet

AUR ↑ FPR ↓ AUR ↑ FPR ↓ AUR ↑ FPR ↓
MSP 90.47 51.60 81.62 74.69 78.84 75.98

Energy 90.48 35.85 83.65 69.83 83.21 66.35
ViM 94.98 23.01 84.96 58.85 83.37 59.84

MaxLogit 90.45 36.35 83.28 70.82 82.96 67.52
ours (DML) 92.22 37.02 84.82 69.21 83.17 67.55
LogitNorm 96.91 15.65 77.79 71.18 81.82 67.00
ours (MCF) 97.25 13.49 89.06 54.06 90.89 41.07
ours (MNC) 97.26 13.85 84.28 65.94 82.76 68.68

ours (DML+) 98.00 10.08 87.88 57.16 92.19 31.60

Table 5. Results on CIFAR-10, and different model architectures
on CIFAR-100. All numbers are average and in percentage.

tection methods without extra data and training, we choose
MSP [11], ODIN [21], Mahalanobis [20], Energy [23], Re-
Act [29], GradNorm [14], MaxLogit [10], and ViM [36].
These methods are traditional or SOTA as reported in [41].
Our methods rank top on the near-OOD datasets too and
complete results including the near-OOD results are avail-
able in supplementary materials.
Results on CIFAR. We present our results of CIFAR-100
in Table 4. We emphasize the best model in bold while
the second and third ones are in underlines. On all six
OOD datasets, our methods perform the best on AUROC.
On three datasets, including SVHN, LSUN-R and iSUN,
our methods achieve the best, second and third AUROC
and FPR95. On Textures, ViM [36] which is a SOTA post-
hoc method, performs the best on FPR95. On LSUN-C and
Places365, LogitNorm [37] takes the second or third place
on AUROC. LogitNorm is a training method for OOD de-
tection which uses LogitNorm loss. LogitNorm performs
best in our baselines, whose AUROC is 85.73%, 3.04%
higher than SOTA post-hoc method ViM, which also illus-

trates the necessity of focusing on model training.
We also observe that MCF and MNC are complemen-

tary: on Textures, LSUN-R and iSUN, MCF outperforms
MNC by around 7% on AUROC while MNC performs bet-
ter on the other three datasets. As a result, our DML is more
robust on different OOD datasets, and the average AUROC
is 5.84% higher than the prior SOTA method LogitNorm. In
addition, the left part of Table 5 shows the results of CIFAR-
10 and our methods outperform ViM and LogitNorm by
more than 1% in terms of AUROC.
Results on ImageNet. ImageNet is a large-scale dataset
and the OOD detection performance degrades as explained
in [15]. The results are shown in Tabel 6. Our methods per-
form best on three datasets, excluding Textures. On Tex-
tures, feature distance-based methods perform better, in-
cluding ViM, KNN and Mahalanobis. We hypothesize that
our non-best performance relates to the feature norm not
being distinguishable for the OOD samples, because MNC
has the smallest AUROC among four OOD datasets. For the
other three datasets, our methods take the first, second and
third places on AUROC, excluding iNaturalist where KNN
(w/ CL) takes the third place. KNN (w/ CL) is the KNN
OOD detection method applied on the ResNet50 trained
with the SupCon loss [18]. However, KNN used on the con-
ventional model (w/o CL) performs worse than MaxLogit.
Thus, the performance boost mainly comes from the better
model. More details of SupCon will be discussed next. Our
method has 93.16% AUROC and 29.79% FPR95, surpass-
ing the second place (excluding KNN with CL) by 5.51%
and 10.91%, respectively.

5.3. Ablation Study

Different architectures. In the right part of Table 5, we
show that our methods are effective on different model ar-
chitectures. We choose DenseNet and ResNet34 which are
commonly used in CIFAR-100. It is shown that our meth-
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Methods
iNaturalist SUN Places365 Textures Average

ID ACC
AUR ↑ FPR ↓ AUR ↑ FPR ↓ AUR ↑ FPR ↓ AUR ↑ FPR ↓ AUR ↑ FPR ↓

MSP 87.36 59.29 79.92 73.42 79.82 73.88 80.75 68.48 81.81 68.77 72.18
Energy 91.02 55.10 85.58 62.11 83.98 65.34 87.68 52.25 87.07 58.70 72.18

GradNorm 91.79 31.24 88.87 38.53 86.28 46.29 83.66 46.76 87.63 40.70 72.18
ViM 88.40 67.95 72.65 91.87 71.47 91.09 97.52 12.40 82.51 65.83 72.18

KNN(w/o CL)* 86.20 59.08 80.10 69.53 74.87 77.09 97.18 11.56 84.59 54.32 76.65
MaxLogit 91.05 54.49 84.96 65.45 83.69 67.60 86.71 57.09 86.60 61.16 72.18

ours (DML) 91.61 47.32 86.14 57.40 84.68 61.43 86.72 52.80 87.28 54.74 72.18
KNN(w/ CL)* 94.72 30.83 88.40 48.91 84.62 60.02 94.45 16.97 90.55 39.18 79.10

ours (MCF) 93.77 36.29 89.50 51.18 86.78 57.38 94.35 28.46 91.10 43.33 71.98
ours (MNC) 97.88 10.94 94.49 25.34 91.82 34.99 85.21 50.57 92.35 30.46 72.54

ours (DML+) 97.50 13.57 94.01 30.21 91.42 39.06 89.70 36.31 93.16 29.79 72.54

Table 6. OOD detection performance comparison with various methods on ImageNet. We train ResNet50 for 90 epochs from scratch for
all models. KNN (w/o CL) means KNN method tested on ResNet50 trained with CE loss, while (w/ CL) means the ResNet50 trained with
SupCon [18]. * means the results are from [30]. The methods above the line are post-hoc while under the line are with improved training.

Methods original norm+uniform norm+greedy
AUROC 87.89 89.70 89.82

Table 7. The results of different coupling methods of DML+.
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Figure 4. Effect of λ in DML with ImageNet.

ods are robust to model architecture changes. For example,
DML+ has 92.19% AUROC, which surpasses the second
place by 8.82%.
Different λ for DML+. We experiment with three cou-
pling methods for DML+ on Textures as shown in Table 7.
Original means we use the MCF and MNC scores without
normalization. However, the cosine similarity has different
norms from the feature norm. Thus, the coupling perfor-
mance is affected mainly by the one with larger norms. We
normalize the MCF and MNC by the ID information. We
accumulate the score of ID training data and divide the score
of test data with the accumulated number. The uniform in
the table means λ = 1, and greedy means we set λ based
on the OOD detection performance on Gaussian noise. For
instance, if MCF performs better than MNC on Gaussian
noise, λ would be larger than 1. Due to the extra training
cost and marginal improvement, we choose norm+uniform
for all experiments, which is fast and convenient.
Different λ for DML. In Fig. 4, We ablate how the hyper-
parameter λ in DML affects the OOD detection perfor-
mance. When λ = 0, DML equals to MaxNorm and per-
forms the worst. When λ > 0, the performance increases
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Figure 5. (a) shows how the average feature norm for ID train/test
and OOD data evolve as training proceeds. (b) shows the classifier
weight (blue line) and average feature norm (bars) for different
channels. We choose the 48th class data as the ID data and sort the
channels by the descending 48th classifier weight.

much by over 2%, which indicates that MaxCosine and
MaxNorm are complementary.
Visualization. We visualize the feature norm of training,
test and OOD data as training proceeds in Fig. 5 (a). The
feature norm of OOD data is always less than that of test
data, which guarantees MaxNorm’s effectiveness. As Fig. 5
(b) shows, the channel activation of ID data is larger when
the corresponding classifier weight is larger. As the product
of the feature and classifier, the cosine similarity of ID data
(orange bars) is larger than the OOD data (green bars).

5.4. Discussion

Our model can improve various scoring methods. In the
above experiments, we test the existing scoring methods
with linear classifier and CE loss because the methods do
not pay attention to this area. In Fig. 6, we show that our
model (Focal(N) and Center(N)) not only improves Max-
Cosine and MaxNorm but also greatly boosts the perfor-
mance of existing methods. Our MNC model (Center(N))
improves all the scoring functions by more than 9%. For
GradNorm, the cosine classifier and center loss facilitate
the AUROC from 52.8% to 90.8%, which is higher than

3394



(a) (b) (c) (d)

Figure 6. We report the mean AUROC of WRN-40-2 on CIFAR-100 with different models and methods. (a), (b) and (c) show the
performance of existing methods on different models. (U) stands for linear classifier and (N) means the cosine classifier. (d) shows the
in-distribution classification accuracy. MLS: MaxLogit, Maha: Mahalanobis, GradN: GradNorm, Foc: Focal and Cen: Center.

the SOTA method LogitNorm by 5%. We also observe that
MaxCosine and cosine classifiers with CE loss (in Table 3)
achieve better results than ViM (84.1% vs. 82.7%), which
shows the effectiveness of the cosine classifier on OOD de-
tection. Also, we notice that Focal(U) and Center(U) have
similar OOD detection performance with CE(U).

However, when trained with a cosine classifier, different
scoring functions gain a significant performance boost, es-
pecially Center(N). As a result, the simple training scheme
could serve as the future baseline for OOD detection.
The ID classification accuracy is at least maintained.
The ID classification accuracy on ImageNet and CIFAR
is shown in Tabel 6 and Fig. 6 (d). The MNC model
outperforms the linear classifier with CE loss on both
datasets. MCF model achieves comparable ID performance
on CIFAR-10 and ImageNet. As the coupling form of MNC
and MCF, DML+ chooses the MNC model to output ID pre-
diction. Overall, our DML+ has comparable or better clas-
sification performance on the ID data while substantially
improving the OOD detection performance.
How to choose the methods between DML+, MCF and
MNC. DML, as the coupling form, performs the best on av-
erage. However, DML+ needs to train two models that cost
double the training and memory resource. The MNC model
is a better choice when the training resource is limited.
Compared to the baseline, it has similar training costs but
higher OOD detection performance with different scoring
functions, as shown in Fig. 6. In addition, the in-distribution
classification accuracy of MNC is higher, as explained.
Relations to better ID performance [30, 33]. The recent
work [33] shows that the closed-set and open-set perfor-
mance are strongly correlated. The MSP with a stronger
model achieves SOTA on open-set benchmarks, including
longer training time, stronger model architecture, and bet-
ter augmentations. We also focus on the model training on
OOD detection, but our conclusion is orthogonal. Our MCF
and MNC model take similar training costs as the baseline
and achieve similar ID classification accuracy. But the OOD
detection performance is much higher than the baseline.

Similarly, KNN [30] explores SupCon [18] which has
better ID classification accuracy (79.10% vs. 72.18%) as
shown in Table 6. SupCon takes more training cost than
baseline (20× GPU training cost). However, the perfor-
mance increment is less than our MCF and MNC models.

Our DML+ method has two times the training cost but has
much higher OOD performance.
Relations to other methods:

1. MaxCosine and GODIN [12]. GODIN decomposes
the logit as fi(x) = hi(x)

g(x) where hi(x) is the cosine sim-
ilarity and g(x) can be viewed as temperature scaling. In
inference, the data with perturbation is fed into the model
and the output maximum cosine similarity is used for OOD
detection. MaxCosine is different: (1) we do not use the
perturbation process; (2) we do not contain g(x) item.

2. MaxNorm and Objecto [6]. Objecto [6] uses the
regularization method to decrease the unknown feature
magnitude to increase separation in deep feature space.
Our method is different: (1) Objecto [6] needs unknown
data during training, ours is OOD-agnostic; (2) we use
MaxNorm as OOD scoring function.

3. Our methods and LogitNorm [37]. As explained
in [37], the normalization of logits and features is different.
Also, we set s = 40 for the cosine classifier, while Logit-
Norm needs to tune the parameter on OOD dataset several
times. Our AUROC is higher than LogitNorm (91.57% vs.
85.73%) and we can further facilitate the existing scoring
functions (MSP AUROC 89.60% vs. 81.41%).

6. Conclusion
This paper presents the limitations of the simple logit-

based scoring function MaxLogit. To overcome the lim-
itations, we propose Decoupling MaxLogit which decou-
ples MaxLogit for flexibility to balance MaxCosine and
MaxNorm. Unlike prior works, we provide important in-
sights that fewer hard samples and compact feature space
are two key components to make logit-based methods effec-
tive. We extend DML to DML+ which changes the standard
training to achieve the ideal feature space. The method can
be easily implemented with existing networks and does not
require sophisticated changes to the training scheme. Ex-
tensive experiments show that DML+ can greatly improve
OOD detection and maintain in-distribution classification
accuracy. We hope our work will inspire future logit-based
research, and more training methods will be explored.
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