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Abstract

In this work, we investigate a simple and must-known con-
ditional generative framework based on Vector Quantised-
Variational AutoEncoder (VQ-VAE) and Generative Pre-
trained Transformer (GPT) for human motion generation
from textural descriptions. We show that a simple CNN-
based VQ-VAE with commonly used training recipes (EMA
and Code Reset) allows us to obtain high-quality discrete rep-
resentations. For GPT, we incorporate a simple corruption
strategy during the training to alleviate training-testing dis-
crepancy. Despite its simplicity, our T2M-GPT shows better
performance than competitive approaches, including recent
diffusion-based approaches. For example, on HumanML3D,
which is currently the largest dataset, we achieve compara-
ble performance on the consistency between text and gener-
ated motion (R-Precision), but with FID 0.116 largely outper-
forming MotionDiffuse of 0.630. Additionally, we conduct
analyses on HumanML3D and observe that the dataset size
is a limitation of our approach. Our work suggests that VQ-
VAE still remains a competitive approach for human motion
generation. Our implementation is available on the project
page: https://mael-zys.github.io/T2M-GPT/.

1. Introduction
Generating motion from textual descriptions can be used

in numerous applications in the game industry, film-making,
and animating robots. For example, a typical way to access
new motion in the game industry is to perform motion cap-
ture, which is expensive. Therefore automatically generating
motion from textual descriptions, which allows producing
meaningful motion data, could save time and be more eco-
nomical.

Motion generation conditioned on natural language is
challenging, as motion and text are from different modali-
ties. The model is expected to learn precise mapping from

Figure 1. Visual results on HumanML3D [22]. Our approach is
able to generate precise and high-quality human motion consistent
with challenging text descriptions. More visual results are on the
project page.

the language space to the motion space. To this end, many
works propose to learn a joint embedding for language and
motion using auto-encoders [3, 21, 65] and VAEs [52, 53].
MotionClip [65] aligns the motion space to CLIP [55] space.
ACTOR [52] and TEMOES [53] propose transformer-based
VAEs for action-to-motion and text-to-motion respectively.
These works show promising performances with simple de-
scriptions and are limited to producing high-quality motion
when textual descriptions become long and complicated.
Guo et al. [22] and TM2T [23] aim to generate motion
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sequences with more challenging textual descriptions. How-
ever, both approaches are not straightforward, involve three
stages for text-to-motion generation, and sometimes fail to
generate high-quality motion consistent with the text (See
Figure 4 and more visual results on the project page). Re-
cently, diffusion-based models [32] have shown impressive
results on image generation [60], which are then introduced
to motion generation by MDM [66] and MotionDiffuse [74]
and dominates text-to-motion generation task. However,
we find that compared to classic approaches, such as VQ-
VAE [68], the performance gain of the diffusion-based ap-
proaches [66, 74] might not be that significant. In this work,
we are inspired by recent advances from learning the discrete
representation for generation [5,15,16,19,45,58,68,70] and
investigate a simple and classic framework based on Vector
Quantized Variational Autoencoders (VQ-VAE) [68] and
Generative Pre-trained Transformer (GPT) [56, 69] for text-
to-motion generation.

Precisely, we propose a two-stage method for motion
generation from textual descriptions. In stage 1, we use a
standard 1D convolutional network to map motion sequences
to discrete code indices. In stage 2, a standard GPT-like
model [56, 69] is learned to generate sequences of code in-
dices from pre-trained text embedding. We find that the naive
training of VQ-VAE [68] suffers from code collapse. One
effective solution is to leverage two standard recipes during
the training: EMA and Code Reset. We provide a full anal-
ysis of different quantization strategies. For GPT, the next
token prediction brings inconsistency between the training
and inference. We observe that simply corrupting sequences
during the training alleviates this discrepancy. Moreover,
throughout the evolution of image generation, the size of
the dataset has played an important role. We further explore
the impact of dataset size on the performance of our model.
The empirical analysis suggests that the performance of our
model can potentially be improved with larger datasets.

Despite its simplicity, our approach can generate high-
quality motion sequences that are consistent with challeng-
ing text descriptions (Figure 1 and more on the project
page). Empirically, we achieve comparable or even better
performances than concurrent diffusion-based approaches
MDM [66] and HumanDiffuse [74] on two widely used
datasets: HumanML3D [22] and KIT-ML [54]. For example,
on HumanML3D, which is currently the largest dataset, we
achieve comparable performance on the consistency between
text and generated motion (R-Precision), but with FID 0.116
largely outperforming MotionDiffuse of 0.630. We conduct
comprehensive experiments to explore this area, and hope
that these experiments and conclusions will contribute to
future developments.

In summary, our contributions include:

• We present a simple yet effective approach for mo-
tion generation from textual descriptions. Our ap-

proach achieves state-of-the-art performance on Hu-
manML3D [22] and KIT-ML [54] datasets.

• We show that GPT-like models incorporating discrete
representations still remain a very competitive approach
for motion generation.

• We provide a detailed analysis of the impact of quanti-
zation strategies and dataset size. We show that a larger
dataset might still offer a promising prospect to the
community.

Our implementation is available on the project page.

2. Related work
VQ-VAE. Vector Quantized Variational Autoencoders
(VQ-VAE), which is a variant of VAE [36], is initially pro-
posed in [68]. VQ-VAE is composed of an AutoEncoder
architecture, which aims at learning reconstruction with dis-
crete representations. Recently, VQ-VAE achieves promis-
ing performance on generative tasks across different modali-
ties, which includes: image synthesis [19, 70], text-to-image
generation [58], speech gesture generation [5], music gen-
eration [15, 16] etc. The success of VQ-VAE for generation
might be attributed to its decoupling of learning the discrete
representation and the prior. A naive training of VQ-VAE suf-
fers from the codebook collapse, i.e., only a number of codes
are activated, which importantly limited the performances
of the reconstruction as well as generation. To alleviate the
problem, a number of techniques can be used during train-
ing, including stop-gradient along with some losses [68] to
optimize the codebook, exponential moving average (EMA)
for codebook update [70], reset inactivated codes during the
training (Code Reset [70]), etc.

Human motion synthesis. Research on human motion
synthesis has a long history [8]. One of the most active
research fields is human motion prediction, which aims at
predicting the future motion sequence based on past ob-
served motion. Approaches mainly focus on efficiently and
effectively fusing spatial and temporal information to gen-
erate deterministic future motion through different models:
RNN [12,20,50,51], GAN [9,30], GCN [49], Attention [48]
or even simply MLP [11, 17, 25]. Some approaches aim
at generating diverse motion through VAE [4, 26, 73]. In
addition to synthesizing motion conditioning on past motion,
another related topic is generating motion “in-betweening”
that takes both past and future poses and fills motion between
them [18,27,28,35,64]. [51] considers the generation of loco-
motion sequences from a given trajectory for simple actions
such as: walking and running. Motion can also be generated
with music to produce 3D dance motion [6,13,37,38,40,41].
For unconstrained generations, [72] generates a long se-
quence altogether by transforming from a sequence of latent
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(a) Motion VQ-VAE (b) T2M-GPT

Figure 2. Overview of our framework for text-driven motion generation. It includes two modules: Motion VQ-VAE (Figure 2a) and
T2M-GPT (Figure 2b). In T2M-GPT, an additional learnable End token is inserted to indicate the stop of the generation. During the
inference, we first generate code indexes in an auto-regressive fashion and then obtain the motion using the decoder in Motion VQ-VAE.

vectors sampled from a Gaussian process. In graphics lit-
erature, many works focus on animator control. Holden
et al. [34] learn a convolutional autoencoder to reconstruct
motion, the learned latent representation can be used to syn-
thesize and edit motion. [33] proposes phase functioned
neural network to perform the control task. [63] uses a deep
auto-regressive framework to scene interaction behaviors.
Starke et al. [62] proposes to reconstruct motion through
periodic features, the learned periodic embedding improves
motion synthesis. Recently, inspired by SinGAN [61] for
image synthesis, Li et al. [39] propose a generative model
approach for motion synthesis from a single sequence.

Text-driven human motion generation. Text-driven hu-
man motion generation aims at generating 3D human mo-
tion from textual descriptions. Text2Action [2] trains an
RNN-based model to generate motion conditioned on a short
text. Language2Pose [3] employs a curriculum learning
approach to learn a joint embedding space for both text
and pose. The decoder can thus take text embedding to
generate motion sequences. Ghost et al. [21] learn two man-
ifold representations for the upper body and the lower body
movements, which shows improved performance compared
to Language2Pose [3]. Similarly, MotionCLIP [65] also
tends to align text and motion embedding but proposes to
utilize CLIP [55] as the text encoder and employ rendered
images as extra supervision. It shows the ability to generate
out-of-distribution motion and enable latent code editing.
However, the generated motion sequences are not in high-
quality and are without global translation. ACTOR [52]
proposes a transformer-based VAE to generate motion in a
non-autoregressive fashion from a pre-defined action class.
TEMOS [53] extends the architecture of ACTOR [52] by
introducing an additional text encoder and producing di-
verse motion sequences given text descriptions. TEMOS
demonstrates its effect on KIT Motion-Language [54] with

mainly short sentences and suffers from out-of-distribution
descriptions [53]. TEACH [7] further extends TEMOS to
generate temporal motion compositions from a series of nat-
ural language descriptions. Recently, a large-scale dataset
HumanML3D is proposed in [22]. Guo et al. [22] also pro-
pose to incorporate motion length prediction from text to
produce motion with reasonable length. TM2T [23] consid-
ers text-to-motion and motion-to-text tasks. It also shows
additional improvement can be obtained through jointly train-
ing both tasks. As concurrent works, diffusion-based models
are introduced for text-to-motion generation by MDM [66]
and MotionDiffuse [74]. In this work, we show that without
any sophisticated designs, the classic VQ-VAE framework
could achieve competitive or even better performance with a
classical framework and some standard training recipes.

3. Method
Our goal is to generate high-quality motion that is consis-

tent with text descriptions. The overall framework consists
of two modules: Motion VQ-VAE and T2M-GPT, which
is illustrated in Figure 2. The former learns a mapping be-
tween motion data and discrete code sequences, the latter
generates code indices conditioned on the text description.
With the decoder in Motion VQ-VAE, we are able to re-
cover the motion from the code indices. In Section 3.1, we
present the VQ-VAE module. The T2M-GPT is introduced
in Section 3.2.

3.1. Motion VQ-VAE

VQ-VAE, proposed in [68], enables the model to learn
discrete representations for generative models. Given a mo-
tion sequence X = [x1, x2, . . . , xT ] with xt ∈ Rd, where
T is the number of frames and d is the dimension of the
motion, we aim to recover the motion sequence through an
autoencoder and a learnable codebook containing K codes
C = {ck}Kk=1 with ck ∈ Rdc , where dc is the dimension of
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Figure 3. Architecture of the motion VQ-VAE. We use a standard
CNN-based architecture with 1D convolution (Conv1D), residual
block (ResBlock) and ReLU activation. ‘L’ denotes the number
of residual blocks. We use convolution with stride 2 and nearest
interpolation for temporal downsampling and upsampling.

codes. The overview of VQ-VAE is presented in Figure 2a.
With encoder and decoder of the autoencoder denoted by E
and D, the latent feature Z can be computed as Z = E(X)
with Z = [z1, z2, ..., zT/l] and zi ∈ Rdc , where l represents
the temporal downsampling rate of the encoder E. For i-th
latent feature zi, the quantization through C is to find the
most similar element in C, which can be properly written as:

ẑi = arg
ck∈C

min ∥zi − ck∥2 (1)

Optimization goal. To optimize VQ-VAE, the standard
optimization goal [68] Lvq contains three components: a
reconstruction loss Lre, the embedding loss Lembed and the
commitment loss Lcommit.

Lvq = Lre + ||Z − sg [Ẑ]||2︸ ︷︷ ︸
Lembed

+β ||sg [Z]− Ẑ||2︸ ︷︷ ︸
Lcommit

(2)

where β is a hyper-parameter for the commitment loss and
sg is the stop-gradient operator. For the reconstruction,
we find that L1 smooth loss Lsmooth

1 performs best and
an additional regularization on the velocity enhances the
generation quality. Let Xre be the reconstructed motion of
X , i.e., Xre = D(Ẑ), V(X) be the velocity of X where
V = [v1, v2, . . . , vT−1] with vi = xi+1−xi. Therefore, the
objective of the reconstruction is as follows:

Lre = Lsmooth
1 (X,Xre) + αLsmooth

1 (V (X), V (Xre))
(3)

where α is a hyper-parameter to balance the two losses. We
provide an ablation study on α as well as different recon-
struction losses (L1, Lsmooth

1 and L2) in Section 2 of the
supplementary material.

Quantization strategy. A naive training of VQ-VAE
suffers from codebook collapse [59, 68]. Two training
recipes [59] are commonly used to improve the codebook
utilization: exponential moving average (EMA) and code-
book reset (Code Reset). EMA makes the codebook C evolve
smoothly: Ct ← λCt−1 +(1−λ)Ct, where Ct is the code-
book at iteration t and λ is the exponential moving constant.
Code Reset finds inactivate codes during the training and re-
assigns them according to input data. We provide an ablation
study on the quantization strategy in Section 4.3.

Architecture. We use a simple convolutional architecture
composed of 1D convolution, residual block [29], and ReLU.
Our VQ-VAE architecture is illustrated in Figure 3. The
architecture is inspired by [19, 41]. We use convolution with
stride 2 and nearest interpolation for temporal downsampling
and upsampling respectively. The downsampling rate is thus
l = 2L, where L denotes the number of residual blocks. We
provide an ablation study on the architecture in Section 4.3.
The detail of the architecture is provided in Section 6 of the
supplementary material.

3.2. T2M-GPT

With a learned motion VQ-VAE, a motion sequence X =
[x1, x2, . . . , xT ] can be mapped to a sequence of indices S =
[s1, s2, . . . , sT/l,End ] with si ∈ [1, 2, . . . , sT/l], which are
indices from the learned codebook. Note that a special End
token is added to indicate the stop of the motion, which is
different from [22] that leverages an extra module to predict
motion length. By projecting S back to their corresponding
codebook entries, we obtain Ẑ = [ẑ1, ẑ2, . . . , ẑT/l] with
ẑi = csi , which can be decoded to a motion Xre through
the decoder D. Therefore, text-to-motion generation can
be formulated as an autoregressive next-index prediction:
given previous i− 1 indices, i.e., S<i, and text condition c,
we aim to predict the distribution of possible next indices
p(Si|c, S<i), which can be addressed with transformer [69].
The overview of our transformer is shown in Figure 2b.

Optimization goal. Denoting the likelihood of the full
sequence as p(S|c) =

∏|S|
i=1 p(Si|c, S<i), we directly maxi-

mize the log-likelihood of the data distribution:

Ltrans = ES∼p(S)[− log p(S|c)] (4)

We leverage CLIP [55] to extract text embedding c, which
has shown its effectiveness in relevant tasks [14, 57, 65].

Causal Self-attention. We apply the causal self-
attention [56] in T2M-GPT. Precisely, the output of the
causal self-attention is calculated as follows:

Attention = Softmax
(
QKT ×mask√

dk

)
(5)
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Methods R-Precision ↑ FID ↓ MM-Dist ↓ Diversity ↑ MModality ↑Top-1 Top-2 Top-3

Real motion 0.511±.003 0.703±.003 0.797±.002 0.002±.000 2.974±.008 9.503±.065 -
Our VQ-VAE (Recons.) 0.501±.002 0.692±.002 0.785±.002 0.070±.001 3.072±.009 9.593±.079 -

Seq2Seq [42] 0.180±.002 0.300±.002 0.396±.002 11.75±.035 5.529±.007 6.223±.061 -
Language2Pose [3] 0.246±.002 0.387±.002 0.486±.002 11.02±.046 5.296±.008 7.676±.058 -
Text2Gesture [10] 0.165±.001 0.267±.002 0.345±.002 5.012±.030 6.030±.008 6.409±.071 -
Hier [21] 0.301±.002 0.425±.002 0.552±.004 6.532±.024 5.012±.018 8.332±.042 -
MoCoGAN [67] 0.037±.000 0.072±.001 0.106±.001 94.41±.021 9.643±.006 0.462±.008 0.019±.000

Dance2Music [37] 0.033±.000 0.065±.001 0.097±.001 66.98±.016 8.116±.006 0.725±.011 0.043±.001

TEMOS§ [53] 0.424±.002 0.612±.002 0.722±.002 3.734±.028 3.703±.008 8.973±.071 0.368±.018

TM2T [23] 0.424±.003 0.618±.003 0.729±.002 1.501±.017 3.467±.011 8.589±.076 2.424±.093

Guo et al. [22] 0.455±.003 0.636±.003 0.736±.002 1.087±.021 3.347±.008 9.175±.083 2.219±.074

MLD§ [71] 0.481±.003 0.673±.003 0.772±.002 0.473±.013 3.196±.010 9.724±.082 2.413±.079

MDM [66]§ - - 0.611±.007 0.544±.044 5.566±.027 9.559±.086 2.799±.072

MotionDiffuse [74]§ 0.491±.001 0.681±.001 0.782±.001 0.630±.001 3.113±.001 9.410±.049 1.553±.042

Our GPT (τ = 0) 0.417±.003 0.589±.002 0.685±.003 0.140±.006 3.730±.009 9.844±.095 3.285±.070

Our GPT (τ = 0.5) 0.491±.003 0.680±.003 0.775±.002 0.116±.004 3.118±.011 9.761±.081 1.856±.011

Our GPT (τ ∈ U [0, 1]) 0.492±.003 0.679±.002 0.775±.002 0.141±.005 3.121±.009 9.722±.082 1.831±.048

Table 1. Comparison with the state-of-the-art methods on HumanML3D [22] test set. We compute standard metrics following Guo et
al. [22]. For each metric, we repeat the evaluation 20 times and report the average with 95% confidence interval. Red and Blue indicate the
best and the second best result. § reports results using ground-truth motion length.

where Q ∈ RT×dk and K ∈ RT×dk are query and key
respectively, while mask is the causal mask with maski,j =
−∞ × 1 (i > j) + 1 (i ≤ j), where 1(·) is the indicator
function. This causal mask ensures that future information is
not allowed to attend the calculation of current tokens. For
inference, we start from the text embedding and generate
indices in an autoregressive fashion, the generation process
will be stopped if the model predicts the End token. Note
that we are able to generate diverse motions by sampling
from the predicted distributions given by the transformer.

Corrupted sequences for the training-testing discrepancy.
There is a discrepancy between training and testing. For
training, i − 1 correct indices are used to predict the next
index. While for inference, there is no guarantee that indices
serving as conditions are correct. To address this problem,
we adopt a simple data augmentation strategy: we replace
τ×100% ground-truth code indices with random ones during
training. τ can be a hyper-parameter or randomly sampled
from τ ∈ U [0, 1]. We provide an ablation study on this
strategy in Section 3 of the supplementary material.

4. Experiment

In this section, we present our experimental results. In
Section 4.1, we introduce standard datasets as well as eval-
uation metrics. We compare our results to competitive ap-
proaches in Section 4.2. Finally, we provide analysis and

discussion in Section 4.3.

4.1. Datasets and evaluation metric

We conduct experiments on two standard datasets for
text-driven motion generations: HumanML3D [22] and KIT
Motion-Language (KIT-ML) [54]. Both datasets are com-
monly used in the community. We follow the evaluation
protocol proposed in [22].
KIT Motion-Language (KIT-ML). KIT-ML [54] contains
3,911 human motion sequences and 6,278 textual annota-
tions. The total vocabulary size, that is the number of unique
words disregarding capitalization and punctuation, is 1,623.
Motion sequences are selected from KIT [47] and CMU [1]
datasets but downsampled into 12.5 frame-per-second (FPS).
Each motion sequence is described by from 1 to 4 sentences.
The average length of descriptions is approximately 8. Fol-
lowing [22, 23], the dataset is split into training, validation,
and test sets with proportions of 80%, 5%, and 15%, respec-
tively. We select the model that achieves the best FID on the
validation set and report its performance on the test set.
HumanML3D. HumanML3D [22] is currently the largest
3D human motion dataset with textual descriptions. The
dataset contains 14,616 human motions and 44,970 text de-
scriptions. The entire textual descriptions are composed of
5,371 distinct words. The motion sequences are originally
from AMASS [46] and HumanAct12 [24] but with specific
pre-processing: motion is scaled to 20 FPS; those that are
longer than 10 seconds are randomly cropped to 10-second
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Methods R-Precision ↑ FID ↓ MM-Dist ↓ Diversity ↑ MModality ↑Top-1 Top-2 Top-3

Real motion 0.424±.005 0.649±.006 0.779±.006 0.031±.004 2.788±.012 11.08±.097 -
Our VQ-VAE (Recons.) 0.399±.005 0.614±.005 0.740±.006 0.472±.011 2.986±.027 10.994±.120 -

Seq2Seq [42] 0.103±.003 0.178±.005 0.241±.006 24.86±.348 7.960±.031 6.744±.106 -
Language2Pose [3] 0.221±.005 0.373±.004 0.483±.005 6.545±.072 5.147±.030 9.073±.100 -
Text2Gesture [10] 0.156±.004 0.255±.004 0.338±.005 12.12±.183 6.964±.029 9.334±.079 -
Hier [21] 0.255±.006 0.432±.007 0.531±.007 5.203±.107 4.986±.027 9.563±.072 -
MoCoGAN [67] 0.022±.002 0.042±.003 0.063±.003 82.69±.242 10.47±.012 3.091±.043 0.250±.009

Dance2Music [37] 0.031±.002 0.058±.002 0.086±.003 115.4±.240 10.40±.016 0.241±.004 0.062±.002

TEMOS§ [53, 71] 0.353±.002 0.561±.002 0.687±.002 3.717±.028 3.417±.008 10.84±.071 0.532±.018

TM2T [23] 0.280±.006 0.463±.007 0.587±.005 3.599±.051 4.591±.019 9.473±.100 3.292±.034

Guo et al. [22] 0.361±.006 0.559±.007 0.681±.007 3.022±.107 3.488±.028 10.72±.145 2.052±.107

MLD§ [71] 0.390±.008 0.609±.008 0.734±.007 0.404±.027 3.204±.027 10.80±.117 2.192±.071

MDM [66]§ - - 0.396±.004 0.497±.021 9.191±.022 10.847±.109 1.907±.214

MotionDiffuse [74]§ 0.417±.004 0.621±.004 0.739±.004 1.954±.062 2.958±.005 11.10±.143 0.730±.013

Our GPT (τ = 0) 0.392±.007 0.600±.007 0.716±.006 0.737±.049 3.237±.027 11.198±.086 2.309±.055

Our GPT (τ = 0.5) 0.402±.006 0.619±.005 0.737±.006 0.717±.041 3.053±.026 10.862±.094 1.912±.036

Our GPT (τ ∈ U [0, 1]) 0.416±.006 0.627±.006 0.745±.006 0.514±.029 3.007±.023 10.921±.108 1.570±.039

Table 2. Comparison with the state-of-the-art methods on KIT-ML [54] test set. We compute standard metrics following Guo et al. [22].
For each metric, we repeat the evaluation 20 times and report the average with 95% confidence interval. Red and Blue indicate the best and
the second best result.§ reports results using ground-truth motion length.

ones; they are then re-targeted to a default human skeletal
template and properly rotated to face Z+ direction initially.
Each motion is paired with at least 3 precise textual descrip-
tions. The average length of descriptions is approximately
12. According to [22], the dataset is split into training, vali-
dation, and test sets with proportions of 80%, 5%, and 15%,
respectively. We select the best FID model on the validation
set and report its performance on the test set.

Implementation details. For Motion VQ-VAE, the code-
book size is set to 512× 512. The downsampling rate l is 4.
We provide an ablation on the number of codes in Section 4
of the supplementary material. For both HumanML3D [22]
and KIT-ML [54] datasets, the motion sequences are cropped
to T = 64 for training. We use AdamW [44] optimizer with
[β1, β2] = [0.9, 0.99], batch size of 256, and exponential
moving constant λ = 0.99. We train the first 200K iterations
with a learning rate of 2e-4, and 100K with a learning rate of
1e-5. β and α in Lvq and Lre are set to 1 and 0.5, respectively.
Following [22], the dataset KIT-ML and HumanML3D are
extracted into motion features with dimensions 251 and 263
respectively, which correspond to local joints position, veloc-
ity, and rotations in root space as well as global translation
and rotations. These features are computed from 21 and 22
joints of SMPL [43]. More details about the motion repre-
sentations are provided in Section 5.1 of the supplementary
material.

For the T2M-GPT, we employ 18 transformer [69] layers

with a dimension of 1,024 and 16 heads. The ablation for
different scales of the transformer is provided in Section 1
of the supplementary material. Following Guo et al. [22],
the maximum length of Motion is 196 on both datasets, and
the minimum lengths are 40 and 24 for HumanML3D [22]
and KIT-ML [54] respectively. The maximum length of the
code index sequence is T ′ = 50. We train an extra End
token as a signal to stop index generation. The transformer
is optimized using AdamW [44] with [β1, β2] = [0.5, 0.99]
and batch size 128. The initialized learning rate is set to 1e-4
for 150K iterations and decayed to 5e-6 for another 150K
iterations. Training Motion VQ-VAE and T2M-GPT take
about 14 hours and 78 hours respectively on a single Tesla
V100-32G GPU.

Evaluation metric. Following [22], global representations
of motion and text descriptions are first extracted with the
pre-trained network in [22], and then measured by the fol-
lowing five metrics:

• R-Precision. Given one motion sequence and 32 text
descriptions (1 ground-truth and 31 randomly selected
mismatched descriptions), we rank the Euclidean dis-
tances between the motion and text embeddings. Top-1,
Top-2, and Top-3 accuracy of motion-to-text retrieval
are reported.

• Frechet Inception Distance (FID). We calculate the
distribution distance between the generated and real

14735



Figure 4. Visual results on HumanML3D [22] dataset. We compare our generation with Guo et al. [22], MotionDiffuse [74], and
MDM [66]. Distorted motions (red) and sliding (yellow) are highlighted. More visual results can be found on the project page project page.

motion using FID [31] on the extracted motion features.

• Multimodal Distance (MM-Dist). The average Eu-
clidean distances between each text feature and the
generated motion feature from this text.

• Diversity. From a set of motions, we randomly sample
300 pairs of motion. We extract motion features and
compute the average Euclidean distances of the pairs to
measure motion diversity in the set.

• Multimodality (MModality). For one text description,
we generate 20 motion sequences forming 10 pairs of
motion. We extract motion features and compute the
average Euclidean distances of the pairs. We finally
report the average over all the text descriptions.

Note that more details about the evaluation metrics are
provided in Section 5 of the supplementary material.

4.2. Comparison to state-of-the-art approaches

Quantitative results. We show the comparison results in
Table 1 and Table 2 on HumanML3D [22] test set and KIT-
ML [54] test set. On both datasets, our reconstruction with
VQ-VAE reaches close performances to real motion, which
suggests high-quality discrete representations learned by our
VQ-VAE. For the generation, our approach achieves compa-
rable performance on text-motion consistency (R-Precision
and MM-Dist) compared to the state-of-the-art method Mo-
tionDiffuse [74], while significantly outperforms MotionDif-
fuse with FID metric. KIT-ML [54] and HumanML3D [22]
are in different scales, which demonstrates the robustness
of the proposed approach. Manually corrupting sequences
during the training of GPT brings consistent improvement
(τ = 0.5 v.s. τ = 0). A more detailed analysis is provided
in Section 3 of the supplementary material. Unlike Guo et
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Quantizer Reconstruction Generation
Code Reset EMA FID ↓ Top-1 ↑ FID ↓ Top-1 ↑

0.492±.004 0.436±.003 42.797±.156 0.048±.001

✓ 0.097±.001 0.499±.002 0.176±.008 0.490±.002

✓ 0.102±.001 0.494±.003 0.248±.009 0.461±.002

✓ ✓ 0.070±.001 0.501±.002 0.116±.004 0.491±.003

Table 3. Analysis of VQ-VAE quantizers on HumanML3D [22]
test set. For all the quantizers, we set τ = 0.5 and use the same
architectures (VQ-VAE and GPT) described in Section 4.1. We
report FID and Top-1 for both reconstruction and generation. For
each metric, we repeat the evaluation 20 times and report the aver-
age with 95% confidence interval.

al. [22] involving an extra module to predict motion length,
we implicitly learn the motion length through an additional
End token, which is more straightforward and shown to be
more effective. Note that MDM [66] and MotionDiffuse [74]
evaluate their models with the ground-truth motion length,
which is not practical for real applications.

Qualitative comparison. Figure 4 shows visual results on
HumanML3D [22]. We compare our generations with the
current state-of-the-art models: Guo et al. [22], MDM [66]
and MotionDiffuse [74]. From the example in Figure 4, one
can figure out that our model generates human motion with
better quality than the others, and we highlight in red for
unrealistic motion generated by Guo et al. [22] and Motion-
Diffuse [74]. Moreover, the generated motion of MDM [66]
is not related to the text description. Note that more visual
results and the failure case are provided on the project page.

4.3. Discussion

Quantization strategies. We first investigate the impact
of different quantization strategies presented in Section 3.1.
The results are illustrated in Table 3 for both reconstruction
and generation. We notice that naive VQ-VAE training is not
able to reconstruct nor generate high-quality motion. How-
ever, training with EMA or Code Reset can importantly boost
the performances for both reconstruction and generation.

Impact of dataset size. We further analyze the impact of
dataset size. To understand whether the largest dataset Hu-
manML3D [22] contains enough data for motion generation,
we train our motion VQ-VAE and T2M-GPT on different
subsets of the training data, which consists of 10%, 20%,
50%, 80% and 100% of the training data respectively. The
trained models are evaluated on the entire test set. The results
are illustrated in Figure 5. We evaluate reconstruction for
our motion VQ-VAE and generation for our T2M-GPT using
four metrics: FID, MM-Dist, Top-1, and Top-3 accuracies.
Several insights can be figured out: i) metric for motion qual-
ity (FID) and metric for motion-text consistency (MM-Dist,
Top-1, and Top-3) should be considered at the same time.

(a) FID (b) MM-Dist

(c) Top-1 accuracy (d) Top-3 accuracy

Figure 5. Impact of dataset size on HumanML3D [22]. We train
our motion VQ-VAE (Reconstruction) and T2M-GPT (Generation)
on the subsets of HumanML3D [22] composed of 10%, 20%, 50%,
80%, and 100% training set respectively. All the models are eval-
uated on the entire test set. We report FID, MM-Dist, Top-1, and
Top-3 accuracy for all the models. Results suggest that our model
might benefit from more training data.

With only 10% data, the motion might be of good quality,
however, the model is not able to generate a correct motion
that corresponds to the text description; ii) the performances
become better with more training data. This trend suggests
that additional training data could bring non-negligible im-
provement to both reconstruction and generation.

5. Conclusion

In this work, we investigated a classic framework based
on VQ-VAE and GPT to synthesize human motion from
textual descriptions. Our method achieved comparable or
even better performances than concurrent diffusion-based
approaches, suggesting that this classic framework remains
a very competitive approach for motion generation. We
explored in detail the effect of various quantization strategies
on motion reconstruction and generation. Moreover, we
provided an analysis of the dataset size. Our finding suggests
that a larger dataset could still bring additional improvement
to our approach.
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