














Method APGm
co APG50

co APGm
w APG50

w

ST [57] +0.80 +0.24 +1.39 +1.03
STAC [60] -1.26 -5.12 -1.97 -6.64
AT [37] -0.75 -1.11 +0.06 +0.04
H2FA [72] -3.10 -4.97 -3.77 -6.01
TIA [78] -0.32 -0.37 -0.32 -0.33
LODS [33] +0.45 +1.28 +1.02 +2.28

Proposed +3.76 +4.45 +3.78 +4.65

Table 3. Averaged AP gain of different adaptation methods. See
Sec. 5.1 for AP notation details.

Mixup Fusion APGm
co APG50

co APGm
w APG50

w

✗ ✗ +0.95 +0.54 +1.67 +1.55

Location-aware ✗ +1.72 +1.67 +2.25 +2.53
Random ✗ +1.22 +1.13 +1.76 +2.03

✗ early +1.85 +2.12 +2.22 +2.73
✗ mid +3.40 +3.81 +3.67 +3.98
✗ late +3.34 +3.60 +3.38 +3.72

Location-aware early +2.25 +2.82 +2.59 +3.46
Location-aware mid +3.76 +4.45 +3.78 +4.65
Location-aware late +3.66 +4.10 +3.73 +4.31

Table 4. Ablation study for the proposed components of our scene-
adaptive object detection method. ✗ means not being applied.
Pseudo-labeling is always applied. This table shows the averaged
AP gain; see Sec. 5.1 for AP notation details.

Mixup Fusion APGm
co APG50

co APGm
w APG50

w

✗ AVG +3.40 +3.81 +3.67 +3.98
✗ CNN +3.25 +3.52 +3.26 +3.79
✗ ATTN +3.22 +3.73 +3.23 +3.95

Location-aware AVG +3.76 +4.45 +3.78 +4.65
Location-aware CNN +3.60 +4.20 +3.71 +4.50
Location-aware ATTN +3.30 +3.89 +3.45 +4.26

Table 5. Ablation study on different feature pyramid fusion meth-
ods in term of averaged AP gain. AVG, CNN, and ATTN indicate
mid-fusion based on average pooling, CNN, or attention module,
respectively. ✗ means not being applied. Pseudo-labeling is al-
ways applied. See Sec. 5.1 for AP notation details.

hyperparameter tuning, as we use the same set of hyper-
parameters across all 100 videos. Additional analysis and
success/failure cases can be found in the supplementary ma-
terial.

5.5. Ablation Study

We explore the effect of the different components in
our methods by experimenting various combinations of
them. For all experiments, we keep the pseudo-labeling un-
changed, as it is the basis of other components. We compare

different types of object mask fusion (Fusion): early, mid,
and late. We also compare the proposed Location-aware ob-
ject mixup with Random mixup. Tab. 4 shows the results.
The experiments on hyper-parameters can be found in the
supplementary material.

The proposed pseudo-labeling, mixup, and object mask
fusion all benefit the adaptation performance. Applying
only the pseudo-labeling already leads to AP gain higher
than ST, which is more complicated involving pseudo box
weighting. Location-aware mixup is also more advanta-
geous than Random mixup, validating the assumption in
Sec. 3.3 that having fewer artifacts is better for adaptation.
Among three fusion options, mid-fusion yields the best re-
sult. That is perhaps because in a mid-fusion model, the
RPN utilizes the fused feature pyramid, which can contain
critical information of object boundaries. The combination
of mixup and object mask fusion can further improve the
performance.

We also compare different feature pyramid fusion meth-
ods described in Eq. (3). In our main experiments, we sim-
ply average the feature pyramids from the original image
and the object mask. Now at each level of the pyramid,
we use a separate CNN or an attention module to fuse the
feature maps. The comparison is shown in Tab. 5. The
parametric method performs slightly worse than average-
pooling, probably because the newly introduced modules
have randomly initialized weights and thus require addi-
tional supervised training data.

6. Summary

We have presented a self-supervised framework for
scene-adaptive object detection. Base detectors and generic
trackers are used to generate pseudo object labels as the
adaptive training targets in a cross-teaching manner. To
fully utilize the background equivariance when camera per-
spective is fixed, we propose artifacts-free location-aware
object mixup to augment the input images, and dynamic
background extraction for additional input modality to the
detector. We also introduce the first large-scale scene
adaptive object detection dataset, Scenes100, with several
unique features compared to other domain adaptive ob-
ject detection datasets. Our method outperforms domain
adaptive object detection baselines by a large margin on
Scenes100. We also conduct extensive experiments to il-
lustrate the effectiveness of the components in our frame-
work. We hope this work has demonstrated the importance
of scene adaptation, and it will spur further research interest
in this impactful but understudied area.
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