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Abstract

The Lucas-Kanade (LK) method is a classic iterative homography estimation algorithm for image alignment, but often suffers from poor local optimality especially when image pairs have large distortions. To address this challenge, in this paper we propose a novel Deep Star-Convexified Lucas-Kanade (PRISE) method for multimodel image alignment by introducing strongly star-convex constraints into the optimization problem. Our basic idea is to enforce the neural network to approximately learn a star-convex loss landscape around the ground truth give any data to facilitate the convergence of the LK method to the ground truth through the high dimensional space defined by the network. This leads to a minimax learning problem, with contrastive (hinge) losses due to the definition of strong star-convexity that are appended to the original loss for training. We also provide an efficient sampling based algorithm to leverage the training cost, as well as some analysis on the quality of the solutions from PRISE. We further evaluate our approach on benchmark datasets such as MSCOCO, GoogleEarth, and GoogleMap, and demonstrate state-of-the-art results, especially for small pixel errors. Code can be downloaded from https://github.com/Zhang-VISLab.

1. Introduction

Deep learning networks have achieved great success in homography estimation by directly predicting the transformation matrix in various scenarios. However, the existing classic algorithms still take the place for showing more explainability compared with the deep learning architectures. Such algorithms are often rooted from well-studied theoretical and empirical grounding. Current works often focus on combining the robustness of deep learning with explainability of classical algorithms to handle multimodel image alignment such as image modality and satellite modality. However, due to the high nonconvexity in homography estimation, such methods often suffer from poor local optimality.

Recently Zhao et al. [77] proposed DeepLK for multimodel image alignment, i.e., estimating the homography between two planar projections of the same view but across different modalities such as map and satellite images (see Sec. 3.1.1 for formal definition), based on the LK method [46]. This method consists of two novel components:

• A new deep neural network was proposed to map images from different modalities into the same feature space where the LK method can align them.

• A new training algorithm was proposed as well by enforcing the local change on the loss landscape should be no less than a quadratic shape centered at the ground truth for any image pair, with no specific reason.

Surprisingly, when we evaluate DeepLK based on the public code\footnote{https://github.com/placeforyiming/CVPR21-Deep-Lucas-Kanade-Homography}, the proposed network cannot work well without the proposed training algorithm. This strongly motivate us to discover the mysteries in the DeepLK training algorithm.

Deep Reparametrization. Our first insight from DeepLK is that the deep neural network essentially maps the alignment problem into a much higher dimensional space by introducing a large amount of parameters. The high dimensional space provides the feasibility to reshape the loss landscape of the LK method. Such deep reparametrization has been used as a means of reformulating some problems such as shape analysis [11], super-resolution and denoising [8], while preserving the properties and constraints in the original problems. This insight at test time can be interpreted as

\[
\min_{\omega \in \Omega} \ell(\omega; x) \overset{\text{reparametrization}}{\longrightarrow} \min_{\omega \in \Omega} \ell_f(\omega; x, \theta^*), \tag{1}
\]

where \(x \in X\) denotes the input data, \(\ell\) denotes a nonconvex differentiable function (e.g., the LK loss) parametrized by \(\omega \in \Omega\), \(f : X \times \Theta \rightarrow X\) denotes an auxiliary function presented by a neural network with learned weights \(\theta^* \in \Theta\) (e.g., the proposed network in DeepLK), and \(\ell_f\) denotes the...
loss with deep reparametrization (e.g., the DeepLK loss). In this way, the learning problem is how to train the network so that the optimal solutions can be located using gradient descent (GD) given data.

Convex-like Loss Landscapes. Our second insight from DeepLK is that the learned loss landscape from their training algorithm tends to be convex-like (see their experimental results). This is an interesting observation, as it is evidenced in [39] that empirical more convex-like loss landscapes often return better performance. However, we cannot find any explicit explanation through the paper about the reason, which raises the following questions that we aim to address:

• Does the convex-like shape hold for any image pair?
• If so, why? Is there any guarantee on solutions?

Our Approach: Deep Star-Convexified Lucas-Kanade (PRISE). To mitigate the issue of poor local optimality in homography estimation, in this paper we propose a novel approach, namely PRISE, to enforce deep neural networks to approximately learn star-convex loss landscapes for the downstream tasks. Recently star-convexity [49] in non-convex optimization has been attracting more and more attention [27, 30, 35, 38] because of its capability of finding near-optimal solutions based on GD with theoretical guarantees. Star-convex functions refer to a particular class of (typically) non-convex functions whose global optimum is visible from every point in a downhill direction. From this view, convexity is a special case of star-convexity. In the literature, however, most of the works focus on optimizing and analyzing star-convex functions, while learning such functions is hardly explored. In contrast, our PRISE imposes additional hinge losses, derived from the definition of star-convexity, on the learning objective during training. At test time, the nice convergence properties of star-convexity help find provably near-optimal solutions for the tasks using the LK method. We further show that DeepLK is a simplified and approximate algorithm of PRISE, and thus shares some properties with ours, but with worse performance.

Recently [78] have shown that stochastic gradient descent (SGD) will converge to global minimum in deep learning if the assumption of star-convexity in the loss landscapes hold. They validated this assumption (in a major part of training processes) empirically using relatively shallow networks and small-scale datasets by showing the classification training losses can converge to zeros. Nevertheless, we argue that this assumption may be too strong to hold in complex networks for challenging tasks, if without any additional imposition on learning. In our experiments we show that even we attempt to learn star-convex loss landscapes, the outputs at both training and test time are hardly perfect for complicated tasks.

Contributions. Our key contributions are listed as follows:

• We propose a novel PRISE method for multimodel image alignment by introducing (strongly) star-convex constraints into the network training, which is rarely explored in the literature of deep learning.
• We provide some analysis on the quality of the solutions from PRISE through star-convex loss landscapes.
• We demonstrate the state-of-the-art results on some benchmark datasets for multimodel image alignment with much better accuracy, especially when the pixel errors are small.

2. Related Work

Homography Estimation. Homography estimation is a classic task in computer vision. The feature-based methods [24, 74, 75] have existed for several decades but required similar contextual information to align the source and target images. To overcome this problem, researchers use deep neural networks [23, 36, 50, 76] to increase the alignment robustness between the source and template images. For instance, DHM [19] produces a distribution over quantized homographies to directly estimates the real-valued homography parameters. MHN [36] utilizes a multi-scale neural network to handle dynamic scenes. Since then, finding a combinatorial method from classical and deep learning approaches has become possible. Recent models such as CLKN [12], DeepLK [77] focus on learning a feature map for traditional Inverse Compositional Lucas-Kanade method on multimodal image pairs. Also, IHN [9] provides a correlation finding mechanism and iterative homography estimators across different scale to improve the performance of homography estimation without any untrainable part. A good survey can be found in [2].

Nonconvexity and Convexification. Nonconvexity is challenging in statistical learning where researchers proposed several regularized estimators [44, 45, 63] that can solve this issue partially. For deep learning or network training, such nonconvexity also brings serious trouble in optimization such as Adam [34]. Recently, the concept of convexification has started to be introduced into the training process [73]. Several works [47, 55, 64, 67] have demonstrated that the convex properties can be utilized in training a deep neural network whose loss landscape shows nonconvexity.

Adversarial Training. Adversarial training is one of the most effective strategies for improving robustness with adversarial data generation and model training. For the former, generative adversarial network (GAN) [25] and its variants [18] are classic deep neural networks that can be used to generate adversarial examples. For the latter, fast gradient sign method (FGSM) [26] and its variants [3, 20, 42] are widely used to train deep models. For instance, Shafahi et al. [56] proposed an algorithm that eliminates the overhead cost of generating adversarial examples by recycling the gradient information computed when updating model parameters. Wong et al. [69] demonstrated that it is possible to train empirically robust models using a much weaker and
Contrastive Learning. Recently, learning representations from unlabeled data in contrastive way [17, 28] has been one of the most competitive research fields [5, 10, 13, 14, 16, 29, 31, 32, 40, 48, 52, 59, 61, 70]. Popular methods such as SimCLR [13] and Moco [29] apply the commonly used loss function InfoNCE [52] to learn latent representation that is beneficial to downstream tasks. Several theoretical studies show that contrastive loss optimizes data representations by aligning the same image’s two views (positive pairs) while pushing different images (negative pairs) away on the hypersphere [4, 15, 66, 68]. In terms of applications there are a large amount of works in images [29, 40, 62, 79] and 3D point clouds [1, 21, 22, 33, 57, 60, 65, 71, 72], just to name a few. A good survey can be found in [37].

3. Deep Star-Convexified Lucas-Kanade

3.1. Preliminaries

3.1.1 Homography Estimation

Homography refers to a mapping between two planar projections of an image whose parameters are represented by a 3x3 transformation matrix in a homogenous coordinates space and need to be estimated. The LK method is one of the classic algorithms in computer vision for homography estimation between images. Its nonconvex objective can be formulated as follows:

$$\min_{\omega \in \Omega} \| x_t - g(x_s; \omega) \|_2^2,$$

where $x_s, x_t \in \mathcal{I}$ denote a source and target input images (equivalent to $x = \{x_s, x_t\}$ in Eq. 1), $\omega \in \Omega \subset \mathbb{R}^{3 \times 3}$ denotes the homography parameters, $g : \mathcal{I} \times \mathcal{O} \to \mathcal{I}$ denotes a nonconvex warping function, and $\| \cdot \|_F$ is the Frobenius norm. The LK algorithm uses GD to optimize Eq. 2.

3.1.2 DeepLK

Recently Zhao et al. [77] proposed a deep learning based LK method (DeepLK) that essentially rewrites Eq. 2 as follows:

$$\min_{\omega \in \Omega} \| f_t(x_t; \theta_t^*) - g(f_s(x_s; \theta_s^*); \omega) \|_2^2,$$

where functions $f_s : \mathcal{I} \times \Theta_s \to \mathcal{I}, f_t : \mathcal{I} \times \Theta_t \to \mathcal{I}$ denote two deep neural networks parametrized by the learned $\theta_t^* \in \Theta_t, \theta_s^* \in \Theta_s$, respectively (equivalent to $f = \{f_s, f_t\}, \theta^* = \{\theta_s^*, \theta_t^*\}, \Theta = \Theta_s \cup \Theta_t$ in Eq. 1), which transfer the source and target images into another two images. Then the original LK method can be directly applied to such transferred images for homography estimation with no change.

3.1.3 Star-Convexity

**Definition 1** (Star-Convexity [38]). A function $f : \mathbb{R}^n \to \mathbb{R}$ is star-convex if there is a global minimum $\omega^* \in \mathbb{R}^n$ such that for all $\lambda \in [0, 1]$ and $\omega \in \mathbb{R}^n$, it holds that

$$f((1 - \lambda)\omega^* + \lambda \omega) \leq (1 - \lambda)f(\omega^*) + \lambda f(\omega).$$

**Definition 2** (Strong Star-Convexity [30]). A differentiable function $f : \mathbb{R}^n \to \mathbb{R}$ is $\mu$-strongly star-convex with constant $\mu > 0$ if there is a global minimum $\omega^* \in \mathbb{R}^n$ such that for $\forall \omega \in \mathbb{R}^n$, it holds

$$f(\omega^*) \geq f(\omega) - \nabla f(\omega)^T(\omega^* - \omega) + \frac{\mu}{2}\|\omega^* - \omega\|_2^2,$$

where $\nabla$ denotes the (sub)gradient operator, $(\cdot)^T$ denotes the matrix transpose operator, and $\| \cdot \|_2$ denotes the $\ell_2$ norm.

**Lemma 1.** The following conditions hold if and only if a function $f : \mathbb{R}^n \to \mathbb{R}$ is $\mu$-strongly star-convex given a global minimum $\omega^* \in \mathbb{R}^n$ and $\forall \lambda \in [0, 1], \forall \omega \in \mathbb{R}^n$:

1. $f(\omega^*) \leq f(\omega) - \frac{\mu}{2}\|\omega^* - \omega\|_2^2$;
2. $f(\omega^*) \geq f(\omega) + \lambda f(\omega) - \frac{\lambda(1 - \lambda)\mu}{2}\|\omega^* - \omega\|_2^2$,

where $\omega = (1 - \lambda)\omega^* + \lambda \omega$.

**Proof.** As illustrated in Fig. 1, a cut through $\omega^*, \omega$ forms a convex shape if $f$ is star-convex. Therefore, since $\nabla f(\omega^*) = 0$, Eq. 5 will lead to Eq. 6 by replacing $\omega$ with $\omega^*$ when switching the notations of $\omega^*, \omega$ in the equation.

Letting $g(\omega) = f(\omega) - \frac{\mu}{2}\|\omega\|_2^2$, based on Eq. 5 we have $g(\omega^*) \geq g(\omega) + \nabla g(\omega)^T(\omega^* - \omega)$, i.e., $g$ is star-convex. Then based on $g$ and Eq. 4, we can achieve Eq. 7.

**3.2. Approach**

**Geometric Constraints.** Learning exact star-convex loss landscapes with the strong condition is challenging, even in very high dimensional spaces and in local regions. One common solution is to introduce slack variables as penalty to measure soft-margins. However, this may significantly break the smoothness of star-convex loss, and thus destroy the nice convergence property of gradient descent (see the results in
Fig. 7 in our experiments). Therefore, in order to preserve the smoothness, we consider two geometric constraints that have capability to improve the loss landscape smoothness at different levels, just in case that one is too strong to be learned properly. Ordered by the strength of each geometric constraint from weak to strong, they are:

• A strong star-convexity constraint in Eq. 6: This constraint implies that there exists a quadratic shape as the lower envelope of the loss landscape with minimum at $\omega^*$. Meanwhile, it also guarantees that the loss at the ground-truth $\omega^*$ on the (local surface) of loss landscape will reach the (local) minimum, as requested by star-convexity.

• A second strong star-convexity constraint in Eq. 7: This constraint imposes strong convexity on all the curves that connect $\omega^*$ with any other point on the loss landscape.

The fundamental difference between the two strong star-convexity constraints is the positioning of $\nabla f$, where Eq. 6 is posited at $\omega^*$ while Eq. 7 is posited at $\omega$. As illustrated in Fig. 2, both constraints can lead to their own solution spaces for the same objective, but with an overlap where solutions will better approximate star-convexity. This insight motivates our formulation.

Our Formulation. Let $(x_i, \omega^*_i)$ denote a training sample with data $x_i$ (e.g., image pairs for alignment) and its ground truth $\omega^*_i$. To simplify our notations, in the sequel we will denote $h_\theta(\cdot) = \ell_f(\cdot; x_i, \theta)$, $\tilde{\omega}_i = (1 - \lambda)\omega_i^* + \lambda \omega_i$, and we wish to learn $h_\theta$ to be strongly star-convex. Now based on our considerations on geometric conditions, we are ready to formulate our learning framework as follows:

$$\begin{align*}
\min_{\theta} \sum_i \left\{ h_\theta(\omega_i^*) + \rho \sum_{i} \epsilon_{\omega_i} \cdot \mathbb{I}_{\omega_i \sim N_{\omega_i}^*} \left\{ \max_{\lambda \in [0,1]} \epsilon_{\omega_i} + \max_{\lambda \in [0,1]} \epsilon_{\omega_i} \right\} \right\} \\
\text{s.t. } h_\theta(\omega_i^*) \leq h_\theta(\tilde{\omega}_i) - \frac{\mu}{2} \| \omega_i^* - \tilde{\omega}_i \|_2 + \epsilon_{\omega_i}, \\
(9) \\
\left(1 - \lambda\right)h_\theta(\omega_i^*) + \lambda h_\theta(\omega_i) - \frac{\lambda(1 - \lambda)\mu}{2} \| \omega_i^* - \omega_i \|_2 + \epsilon_{\omega_i}, \\
(10) \\
\forall \epsilon_{\omega_i} \geq 0, \forall \epsilon_{\omega_i} \geq 0, \forall i,
\end{align*}$$

where $\epsilon_{\omega_i}, \epsilon_{\omega_i}$ are the slack variables for hinge losses, $N_{\omega_i}^*$ is a (local) neighborhood around $\omega_i^*$ where $\omega_i$ is sampled from, $\rho \geq 0, \mu \geq 0$ are predefined trade-off and surface sharpness parameters, respectively, and $\mathbb{I}$ denotes the expectation.

Contrastive Adversarial Training. Our approach is highly related to adversarial training and contrastive learning, since during training we try to create new fake samples $\tilde{\omega}_i, \omega_i$, compare their losses with $h_\theta(\omega^*)$, and solve a minimax problem defined in Eq. 8. The contrastive learning comes from the nature of strong star-convexity, leading to extra hinge losses. The adversarial training starts from finding the values of $\lambda$ that return the maximum $\epsilon_{\omega_i}, \epsilon_{\omega_i}$, respectively. Note that here the values are allowed to be different for the two hinge losses. Both together aim to control the loss landscapes towards being star-convex.

Implementation. Eqs. 9 and 10 define a large pool of inequalities for each data point with varying $\omega_i$ and $\lambda$, where any inequality returns a hinge loss. To leverage our computational cost, motivated by the training algorithm for DeepLK we propose a similar sampling based training algorithm, as listed in Alg. 1.2. Specifically,

• Sampling from $N_{\omega_i}^*$ for $\omega_i$: Same as stochastic gradient descent (SGD), we sample a fixed number of $\omega_i$ for each ground truth, and then compute the average.

• Sampling from $[0, 1]$ for $\lambda$: We could solve the maximum problems using FSGM with careful parameter tuning. However, this will introduce huge computational burden, as the complexity will be proportional to the number of samples for $\omega_i$ times the number of data points $(x_i, \omega_i^*)$. Therefore, to address the computational complexity issue, we instead simply take $\lambda$ as a predefined hyperparameter that are shared by $\epsilon_{\omega_i}, \epsilon_{\omega_i}$. We have evaluated the way of sampling multiple copies of $\lambda$ and then choosing the maximum hinge losses with no sharing for learning. We observe that the results are very similar to those with the predefined one, but the training time is much longer.

As a demonstration, we take the network in DeepLK as our backbone and use the same LK loss as DeepLK for training. At test time, we substitute the learned network weights $\theta^*$ into the right side of Eq. 1 and solve the original non-convex image alignment problem using the LK method.

Star-Convexity vs. Convexity. Star-convexity enforces to learn one-point convexity [41], where we only impose the convexity at the ground truth within a local region. In contrast, convexity requires much more data points, making

Algorithm 1 PRISE: Deep Star-Convexified Lucas-Kanade

Input: training data $\{(x_i, \omega_i^*)\}$, LK loss function $h_\theta$ and a network architecture $f$, hyperparameters $\lambda, \mu, \rho$

Output: network parameters $\theta^*$

Randomly initialize $\theta$;

repeat

Randomly select a training image pair with its ground truth $(x_i, \omega_i^*)$;

Randomly sample (multiple) $\omega_i \sim N_{\omega_i}^*$;

Update $\theta$ by solving Eq. 8 with strong star-convex constraints in Eqs. 9 and 10;

until Convergence or maximum number of iterations is reached;

return $\theta^* \leftarrow \theta$;

—in our code we use batch-based implementation for fast computation.
the training of deep models much less efficient.

3.3. Analysis

Relations to DeepLK. In fact, DeepLK imposes the following two conditions on the minimization of the LK loss:

\[
\begin{array}{l}
    h_\theta(\omega^*_i) \leq h_\theta(\omega_i) - \|\omega^*_i - \omega_i\|^2_2, \\
    h_\theta(\bar{\omega}_i) \leq h_\theta(\omega_i) - (1 - \lambda^2)\|\omega^*_i - \omega_i\|^2_2.
\end{array}
\]  
(11)

Note that when \( \lambda = 0 \), these two inequalities will become the same. Below we will only discuss the lower equation in Eq. 11. Then we have the following lemma:

Lemma 2. It holds for the RHS of Eqs. 11 and 10 that

\[
(1 - \lambda)h_\theta(\omega^*_i) + \lambda h_\theta(\omega_i) - \frac{\lambda(1 - \lambda)\mu}{2}\|\omega^*_i - \omega_i\|^2_2 \\
\leq h_\theta(\omega_i) - (1 - \lambda^2)\|\omega^*_i - \omega_i\|^2_2, 
\]  
(12)

with the same weights \( \theta \) and the equality holds when \( \mu = 2 \).

Proof. With the help of Eq. 6 and simple algebra, we can easily prove this lemma. \( \square \)

From this lemma, we can see that DeepLK potentially explores a larger solution space than our strong star-convexity. In other words, every solution returned from our PRISE would fall in the solution space of DeepLK. Therefore, we hypothesize that DeepLK may be able to learn some loss landscapes close to star-convex.

Near-Optimal Solutions. [30] has shown that the GD based algorithms can find near-optimal solutions for the optimization of star-convex functions. To better see this intuitively, we can have the following inequality based on Eq. 6:

\[
\|\bar{\omega}^* - \bar{\omega}\|^2 \leq \frac{2}{\mu} \left( h_\theta^*(\bar{\omega}) - h_\theta^*(\bar{\omega}^*) \right),
\]  
(13)

where \( \bar{\omega}^* \) denotes the ground truth for a test data point \( \bar{x} \), \( \bar{\omega} \) denotes the prediction based on a network with learned weights \( \theta^* \), and \( \mu \geq 0 \) is a constant. For image alignment with the LK loss, \( h_\theta^*(\bar{\omega}^*) = 0 \) and thus a smaller \( h_\theta^*(\bar{\omega}) \) implies a better solution, which is minimized using the LK loss in training. In fact, however, the distance is upper-bounded by the contrastive loss, which contributes to the hinge losses that are appended to the LK loss in our formulation. This observation indicates that the contribution of the hinge losses to a well-trained network may be higher than the LK loss (see Fig. 3 for more details).

4. Experiments

Datasets. We exactly follow the experimental settings in DeepLK [77]. We select an image from each dataset and resize it to 196 \times 196 pixels as input. Then we randomly perturb 4 points in the four corner boxes with size of 64 \times 64 and resize the chosen region to a 128 \times 128 template image. We implement the same data generation strategy on three different datasets as follows:

• **MSCOCO [43]:** This is a benchmark dataset in computer vision, including homography estimation, with various foreground and background information. 6K images are sampled from the validation set as our test set.

• **GoogleEarth [77]:** This is a high-resolution cross-season satellite dataset consisting of about 8K training images and 850 test images. Homography estimation on this dataset is challenging as the textural differences between different images are small (compared with the natural images in MSCOCO), and they can easily confuse the LK algorithm which tries to catch the change in grey scale. It has been demonstrated in DeepLK that many recent works on homography estimation failed on this dataset.

• **Google Maps and Satellite (GoogleMap for short) [77]:** This dataset provides multimodal inputs for query and template images, consisting of about 8K training image pairs from Google Map and Google Satellite at the same locations and 888 test pairs. We use the satellite images as the queries and the google map images as the templates to find the homography change from the satellite data to map data. Many models such as DHN [19] and MHN [36] failed to work on this dataset.

Baseline Algorithms. We train DHM [19] and MHN [36] from scratch with the best hyperparameters. We use the pretrained model for DeepLK [77] directly. In addition, we use the pretrained models for CLKN [12] and fine-tune it on MSCOCO, GoogleEarth, and GoogleMap to fix the domain gap. Also we compare our approach with a classical algorithm SIFT+RANSAC.

Training & Testing Protocols. Following the consistent setting for each dataset in both training and testing, we use the same resolution for the source and target images as the standard datasets. For training, we train our model with best hyperparameters on each dataset for 10 times with random initialization of network weights. For testing, we conduct evaluation on the PEs under different thresholds. We report our results in terms of mean and standard deviation over 10 trials. All the experiments are done using an Nvidia RTX6000 GPU server.

Our Implementation Details. To demonstrate the improvement of our approach, we modify the implementation of DeepLK. Specifically,

• **Network architecture:** We employ the same network architecture in DeepLK. The network has three identical stages with the same sub-networks. In each stage, it is a siamese design sharing weight with the source and target images. There are 3 residual blocks in each siamese architecture with 64 convolutional filters. The network downsamples
• Training: We train the network in a stacked way (i.e., Stage 1 first, then Stage 2 and finally Stage 3), not end-to-end. That is, once the previous stage is fully trained, the current stage will start training using the output feature maps from the previous stage as input. We train each stage in the network for 10 epochs with a batch size of 4, a constant learning rate $10^{-5}$, and weight decay 0.05. Except $\mu$, $\lambda$, $\rho$ that are determined by grid search, all the rest hyperparameters keep the same as used in DeepLK. We employ Adam [34] as our optimizer. By default, we use $\mu = 2$, $\lambda = 0.9$, $\rho = 0.1$, $\#sample = 2$ for MSCOCO, $\mu = 4$, $\lambda = 0.5$, $\rho = 0.2$, $\#sample = 4$ for GoogleEarth, and $\mu = 2$, $\lambda = 0.5$, $\rho = 0.2$, $\#sample = 4$ for GoogleMap, where $\#sample$ denotes the number of samples for $\omega_i$ (see Alg. 1).

• Inference: Our inference follows the coarse-to-fine strategy that fits the iterative updated methods in the classic LK algorithm. That is, both source and target images go through the learned network to extract three feature maps, one per stage, and then the classic LK algorithm is applied to each feature map, starting from Stage 3 up to Stage 1 in a backward manner. The homography parameters will be upscale with a factor of 2 sequentially since the resolutions of feature maps are different, until Stage 1 is done. MHN [36] is used for initializing homography parameters.

Evaluation Metric. We use the same evaluation metric as in recent works, Success Rate (SR) vs. Pixel Error (PE), to compare the performance of each algorithm. PE measures the average $L_2$ distance between the 4 ground-truth perturbation points and the 4 output point location predictions (without quantization) from an algorithm, correspondingly. Then the percentages of the testing image pairs whose PEs are smaller than certain thresholds, i.e., SR, are computed to compare the performance of different approaches.

4.1. Ablation Study

4.1.1 Effects of Strong Star-Convexity Constraints

Fig. 3 illustrates our comparisons on the training loss at Stage 3, where (a) shows the loss for the LK algorithm, (b) shows the combination loss from the extra hinge losses, and (c) shows the weighted sum of the two losses in (a) and (b) as our objective in Eq. 8. Here we refer to Eq. 9 as Condition 1, and Eq. 10 as Condition 2. From this figure, we can see that:

• The LK loss and hinge loss are balanced well at the same scale, no dominance scenarios occurring. All the losses tend to converge over the epochs.

• From Fig. 3 (c), without any hinge loss, training with the original LK loss alone is very easy to overfit.

• Condition 1 alone seems much more important than Condition 2, because from Fig. 3 (a) it can prevent the loss from overfitting (while Condition 2 cannot) and from Fig. 3 (b) it can lead to a much lower loss.

Such observations partially support our analysis in Sec. 3.3, where narrower solution spaces seem not to help regularize the learning (i.e., Lemma 2), and the contrastive loss contributes more to the learning (i.e., Eq. 13) as it leads to reduce the total loss, even though the LK loss increases.

We illustrate our performance comparison in Fig. 7. Overall, the performance is consistent with the LK training losses.
that do not overfit. As we see, the method with Condition 2 only shows similar performance to the one without using any condition, and they are hard to converge in all PE evaluations. The method with Condition 1 only show significant improvements over the one with Condition 2 in all the evaluations, and outperforms DeepLK in smaller PE evaluations but becomes worse in larger PE evaluations. Using both conditions our PRISE further boosts the performance, and achieves the best among all the competitors, thanks to the learning within the overlap of solution spaces defined by both strongly star-convex constraints.

4.1.2 Effects of Hyperparameters

Fig. 5 illustrates the comparisons among different hyperparameter settings using PRISE. We only evaluate one hyperparameter once while fixing the others as the default values. Overall, our approach is very robust to different hyperparameters. Specifically, Fig. 5 (a) demonstrates the necessity of strong star-convexity, which verifies our insight on learning a unique minimum within a local region rather than several minima (i.e., not strong). When $\mu$ is sufficiently large, the performance gaps are small. Fig. 5 (b) shows that the midpoint choice (i.e., $\lambda = 0.5$) indeed provides good performance, which intuitively follows the classic results of midpoint convex and continuous functions being convex [53]. Fig. 5 (c) shows that when $\rho$ is small, the hinge loss cannot stop the overfitting, and when it increases to a sufficiently large number, the performance will be improved significantly and stably. All the values for $\rho$ make good balance between the LK loss and the hinge loss.

4.1.3 Visualization

Fig. 6 visualizes our loss landscape comparison results based on the outputs from Stage 3, where two random entries in the ground-truth homography matrix of the selected image pair are manipulated while the other entries are fixed.

- PRISE can generate a locally star-convex shape around the ground truth, and accordingly return an estimation that is
Table 1. Performance comparison on MSCOCO, GoogleEarth, and GoogleMap.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>PE&lt;0.1</th>
<th>PE&lt;0.5</th>
<th>PE&lt;1</th>
<th>PE&lt;3</th>
<th>PE&lt;5</th>
<th>PE&lt;10</th>
<th>PE&lt;20</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SIFT+RANSAC</td>
<td>0.00</td>
<td>4.70</td>
<td>68.32</td>
<td>84.21</td>
<td>90.32</td>
<td>95.26</td>
<td>96.55</td>
</tr>
<tr>
<td></td>
<td>SIFT+MAGSAC [7]</td>
<td>0.00</td>
<td>3.66</td>
<td>76.27</td>
<td>93.26</td>
<td>94.22</td>
<td>95.32</td>
<td>97.26</td>
</tr>
<tr>
<td></td>
<td>LF-Net [51]</td>
<td>5.60</td>
<td>8.62</td>
<td>14.20</td>
<td>23.00</td>
<td>78.88</td>
<td>90.18</td>
<td>95.45</td>
</tr>
<tr>
<td></td>
<td>LocalTrans [58]</td>
<td>38.24</td>
<td>87.25</td>
<td>96.45</td>
<td>98.00</td>
<td>98.72</td>
<td>99.25</td>
<td>100.00</td>
</tr>
<tr>
<td></td>
<td>DHM [19]</td>
<td>0.00</td>
<td>0.00</td>
<td>0.87</td>
<td>3.48</td>
<td>15.27</td>
<td>98.22</td>
<td>99.96</td>
</tr>
<tr>
<td></td>
<td>MHN [36]</td>
<td>0.00</td>
<td>4.58</td>
<td>81.99</td>
<td>95.67</td>
<td>96.02</td>
<td>98.45</td>
<td>98.70</td>
</tr>
<tr>
<td></td>
<td>CLKN [12]</td>
<td>35.24</td>
<td>83.25</td>
<td>83.27</td>
<td>94.26</td>
<td>95.75</td>
<td>97.52</td>
<td>98.46</td>
</tr>
<tr>
<td></td>
<td>DeepLK [77]</td>
<td>17.16</td>
<td>72.25</td>
<td>92.81</td>
<td>96.76</td>
<td>97.67</td>
<td>98.92</td>
<td>99.03</td>
</tr>
<tr>
<td>PRISE</td>
<td></td>
<td>52.77±12.45</td>
<td>83.27±5.21</td>
<td>97.29±1.82</td>
<td>98.44±0.56</td>
<td>99.31±0.53</td>
<td>99.33±0.54</td>
<td></td>
</tr>
<tr>
<td>GoogleEarth</td>
<td>SIFT+RANSAC</td>
<td>0.18</td>
<td>3.42</td>
<td>8.97</td>
<td>23.09</td>
<td>41.32</td>
<td>50.36</td>
<td>59.88</td>
</tr>
<tr>
<td></td>
<td>SIFT+MAGSAC [7]</td>
<td>0.00</td>
<td>0.00</td>
<td>1.88</td>
<td>2.70</td>
<td>3.25</td>
<td>10.03</td>
<td>45.29</td>
</tr>
<tr>
<td></td>
<td>DHM [19]</td>
<td>0.00</td>
<td>0.02</td>
<td>1.46</td>
<td>2.65</td>
<td>5.57</td>
<td>25.54</td>
<td>90.32</td>
</tr>
<tr>
<td></td>
<td>MHN [36]</td>
<td>0.00</td>
<td>3.42</td>
<td>4.56</td>
<td>5.02</td>
<td>8.99</td>
<td>59.90</td>
<td>93.77</td>
</tr>
<tr>
<td></td>
<td>CLKN [12]</td>
<td>0.27</td>
<td>2.88</td>
<td>3.45</td>
<td>4.24</td>
<td>4.32</td>
<td>8.77</td>
<td>75.00</td>
</tr>
<tr>
<td></td>
<td>DeepLK [77]</td>
<td>0.00</td>
<td>3.50</td>
<td>12.01</td>
<td>70.20</td>
<td>84.45</td>
<td>90.57</td>
<td>95.52</td>
</tr>
<tr>
<td>PRISE</td>
<td></td>
<td>0.24±1.83</td>
<td>25.44±1.21</td>
<td>53.00±1.54</td>
<td>82.69±0.73</td>
<td>90.69±0.54</td>
<td>96.70±0.54</td>
<td></td>
</tr>
<tr>
<td>GoogleMap</td>
<td>SIFT+RANSAC</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>2.74</td>
<td>3.44</td>
<td>4.44</td>
</tr>
<tr>
<td></td>
<td>SIFT+MAGSAC [7]</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.52</td>
<td>2.58</td>
</tr>
<tr>
<td></td>
<td>DHM [19]</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.20</td>
<td>3.43</td>
<td>6.99</td>
<td>78.89</td>
</tr>
<tr>
<td></td>
<td>MHN [36]</td>
<td>0.00</td>
<td>0.34</td>
<td>0.45</td>
<td>0.50</td>
<td>3.50</td>
<td>35.69</td>
<td>93.77</td>
</tr>
<tr>
<td></td>
<td>CLKN [12]</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.57</td>
<td>1.88</td>
<td>8.67</td>
<td>22.45</td>
</tr>
<tr>
<td></td>
<td>DeepLK [77]</td>
<td>0.00</td>
<td>2.25</td>
<td>16.80</td>
<td>61.33</td>
<td>73.39</td>
<td>83.20</td>
<td>93.80</td>
</tr>
<tr>
<td>PRISE</td>
<td></td>
<td>17.47±2.44</td>
<td>48.13±12.00</td>
<td>56.93±3.45</td>
<td>76.21±0.47</td>
<td>86.13±0.47</td>
<td>94.02±1.66</td>
<td></td>
</tr>
</tbody>
</table>

much closer to the ground truth than the other two, which follows what we expect.

- All the three methods cannot generate smooth shapes over relatively large areas in the parameter space.
- The LK loss alone can achieve lower values, but this does not help estimation, while DeepLK and PRISE can achieve similar values overall.

Fig. 7 illustrates the differences in feature maps generated by DeepLK and our PRISE, where PRISE learns the feature maps more accurately, thus leading to better performance.

4.2. State-of-the-art Comparison

We list our comparison results in Table 1. Clearly, our PRISE significantly improves DeepLK in all the cases. Overall, PRISE achieves the best among all the competitors with dramatically performance gaps, especially when PE is small. Recall that GoogleMap is specifically designed for multimodel image alignment, and the superior performance of PRISE better demonstrates its usage in the application. We also report the standard deviation (std) for PRISE to show that our improvements are statistically significant, and very often the std is marginal to the mean.

5. Conclusion

Motivated by a recent work DeepLK, in this paper we propose a novel approach for multimodel image alignment, namely, Deep Star-Convexified Lucas Kanade (PRISE), to find near-optimal solutions. Our idea is to reparametrize the loss landscapes of the LK method to be star-convex using deep learning. To this end, we introduce extra hinge losses based on the definition of strong star-convexity, and impose them on the original LK loss to enforce learning star-convex loss landscapes (approximately). This leads to a minmax problem that is solvable using adversarial training. Further, to leverage the computational cost, we propose an efficient sampling based algorithm to train PRISE. We also provide some analysis on the homography estimation results from PRISE. We finally demonstrate our approach on three benchmark datasets for image alignment and show the state-of-the-art results, especially when the PE is small.

We are aware of several very recent works that report the performance on these three benchmarks, e.g., Iterative Homography Network (IHN) [9]. Unfortunately so far we cannot reproduce the results in the paper using the public code. We will try to add such new results when they are ready. Note that, however, our approach provides a general learning framework that can fit to not only the DeepLK network but also other existing networks such as IHN. In the future we will adapt our learning framework to train other networks with strongly star-convex constraints.
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