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Abstract

Point cloud classification is an essential component in
many security-critical applications such as autonomous
driving and augmented reality. However, point cloud classi-
fiers are vulnerable to adversarially perturbed point clouds.
Existing certified defenses against adversarial point clouds
suffer from a key limitation: their certified robustness guar-
antees are probabilistic, i.e., they produce an incorrect cer-
tified robustness guarantee with some probability. In this
work, we propose a general framework, namely PointCert,
that can transform an arbitrary point cloud classifier to be
certifiably robust against adversarial point clouds with de-
terministic guarantees. PointCert certifiably predicts the
same label for a point cloud when the number of arbitrarily
added, deleted, and/or modified points is less than a thresh-
old. Moreover, we propose multiple methods to optimize the
certified robustness guarantees of PointCert in three appli-
cation scenarios. We systematically evaluate PointCert on
ModelNet and ScanObjectNN benchmark datasets. Our re-
sults show that PointCert substantially outperforms state-
of-the-art certified defenses even though their robustness
guarantees are probabilistic.

1. Introduction

Point cloud classification [11,29,30,38,44,50] has many
safety-critical applications, including but not limited to, au-
tonomous driving and augmented reality. However, vari-
ous studies [12, 16, 22, 32, 40, 43, 46, 51, 52] showed that
point cloud classification is vulnerable to adversarial point
clouds. In particular, an attacker can carefully add, delete,
and/or modify a small number of points in a point cloud to
make it misclassified by a point cloud classifier.

Existing defenses against adversarial point clouds can be
categorized into empirical defenses [7,21,33,41,46,49,53]
and certified defenses [5, 6, 23]. The key limitation of em-
pirical defenses is that they cannot provide formal guaran-

tees, and thus are often broken by advanced, adaptive at-
tacks [34]. Therefore, we focus on certified defenses in
this work. Randomized smoothing [5] and PointGuard [23]
are two state-of-the-art certified defenses against adversar-
ial point clouds. In particular, randomized smoothing adds
random noise (e.g., Gaussian noise) to a point cloud, while
PointGuard randomly subsamples a point cloud. Due to the
randomness, their certified robustness guarantees are prob-
abilistic, i.e., they produce incorrect robustness guarantees
with some probability (called error probability). For in-
stance, when the error probability is 0.001, they produce in-
correct robustness guarantees for 1 out of 1,000 point-cloud
classifications on average. Such probabilistic guarantees are
insufficient for security-critical applications that frequently
classify point clouds.

In this work, we propose PointCert, the first certified de-
fense that has deterministic robustness guarantees against
adversarial point clouds. PointCert can transform an arbi-
trary point cloud classifier f (called base point cloud classi-
fier) to be certifiably robust against adversarial point clouds.
Specifically, given a point cloud and a base point cloud clas-
sifier f , PointCert first divides the point cloud into multiple
disjoint sub-point clouds using a hash function, then uses f
to predict a label for each sub-point cloud, and finally takes
a majority vote among the predicted labels as the predicted
label for the original point cloud. We prove that PointCert
certifiably predicts the same label for a point cloud when the
number of arbitrarily added, deleted, and/or modified points
is no larger than a threshold, which is known as certified
perturbation size. Moreover, we also prove that our derived
certified perturbation size is tight, i.e., without making as-
sumptions on the base point cloud classifier f , it is theoret-
ically impossible to derive a certified perturbation size for
PointCert that is larger than ours.

We consider three scenarios about how PointCert could
be applied in practice and propose methods to optimize the
performance of PointCert in these scenarios. In particular,
we consider two parties: model provider and customer. A
model provider (e.g., Google, Meta) has enough labeled
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data and computation resource to train a base point cloud
classifier f and shares it with customers (e.g., a less re-
sourceful company). Given f , a customer uses PointCert
to classify its (adversarial) point clouds. We note that the
model provider and customer can be the same entity, e.g., a
company trains and uses f itself. We consider three scenar-
ios, in which f is trained by the model provider differently
and/or used by a customer differently.

Scenario I represents a naive application of PointCert, in
which the base point cloud classifier f is trained using a
standard training algorithm and a customer directly applies
PointCert to classify its point clouds based on f . PointCert
achieves suboptimal performance in Scenario I because f ,
trained on point clouds, is not accurate at classifying sub-
point clouds as they have different distributions. Therefore,
in Scenario II, we consider a model provider trains f to
optimize the performance of PointCert. In particular, the
model provider divides each training point cloud into multi-
ple sub-point clouds following PointCert and trains f based
on sub-point clouds. In Scenario III, we consider the model
provider has trained f using a standard training algorithm
(like Scenario I). However, instead of directly applying f to
classify sub-point clouds, a customer prepends a Point Com-
pletion Network (PCN) [48] to f . Specifically, a PCN takes
a sub-point cloud as input and outputs a completed point
cloud, which is then classified by f . Moreover, we propose
a new loss function to train the PCN such that its completed
point clouds are classified by f with higher accuracy, which
further improves the performance of PointCert.

We perform systematic evaluation on ModelNet40
dataset [1] and two variants of ScanObjectNN dataset [2].
Our experimental results show that PointCert significantly
outperforms the state-of-the-art certified defenses (random-
ized smoothing [5] and PointGuard [23]) even though their
robustness guarantees are probabilistic. For instance, on
ModelNet40 dataset, PointCert achieves a certified accu-
racy of 79% when an attacker can arbitrarily perturb at most
50 points in a point cloud, where certified accuracy is a
lower bound of testing accuracy. Under the same setting,
the certified accuracy of both randomized smoothing and
PointGuard is 0. We also extensively evaluate PointCert in
the three application scenarios.

In summary, we make the following contributions: (1)
We propose PointCert, the first certified defense with de-
terministic robustness guarantees against adversarial point
clouds. (2) We design multiple methods to optimize the
performance of PointCert in multiple application scenarios.
(3) We extensively evaluate PointCert and compare it with
state-of-the-art certified defenses.

2. Related Work
Many works [12, 16, 20, 22, 27, 40, 43, 46, 51, 52] devel-

oped attacks to point cloud classification. Next, we discuss

empirical and certified defenses against these attacks.
Empirical defenses: Many empirical defenses [7, 19, 21,
35, 41, 46, 49, 53] have been proposed to defend against ad-
versarial point clouds. However, those empirical defenses
do not have formal robustness guarantees and thus can of-
ten be broken by advanced, adaptive attacks. For instance,
Sun et al. [34] designed adaptive attacks with 100% attack
success rate to adversarial training based defenses [7, 53].
Certified defenses: Randomized smoothing [3, 5, 17, 18,
25, 31] can turn an arbitrary classifier into a certifiably ro-
bust one via adding random noise to an input. When gen-
eralized to point cloud, randomized smoothing can only
certify robustness against point modification attacks [23].
PointGuard [23] creates multiple sub-point clouds from a
point cloud and takes a majority vote among them to pre-
dict the label of the point cloud. However, unlike PointCert,
each sub-point cloud is sampled from the point cloud uni-
formly at random. Due to the inherent randomness, both
randomized smoothing and PointGuard only have proba-
bilistic guarantees. [26, 28] proposed 3DCertify and 3De-
formRS to certify robustness of point cloud classification
against common 3D transformations, e.g., rotations. How-
ever, both methods are not applicable to point addition (or
deletion or modification or perturbation) attacks, which can
arbitrarily manipulate points. Fischer et al. [9] generalized
randomized smoothing [5] to certify robustness of point
cloud segmentation, which is different from our work since
we focus on point cloud classification.

3. Problem Definition

In point cloud classification, a point cloud classifier g
predicts a point cloud P into one of c classes (denoted as
{1, 2, · · · , c}). Formally, we have g : P −→ {1, 2, · · · , c}.
A point cloud P is a set of points. For simplicity, we denote
P = {e1, e2, · · · , en}, where n is the number of points.
Each point ei = (ei1, ei2, · · · , eio) is a vector that specifies
the three coordinates of the point in the three-dimensional
space and (optionally) the point’s other information such as
RGB values that describe the color features.

3.1. Adversarial Point Clouds

Existing attacks to point cloud classification can be cat-
egorized into point addition attacks [16, 43, 46], point dele-
tion attacks [40, 46, 52], point modification attacks [12, 16,
43, 46], and point perturbation attacks [22, 46, 51]. Specifi-
cally, in point addition (or deletion or modification) attacks,
an attacker can arbitrarily add new points (or delete or mod-
ify existing points) to a point cloud. Note that modifying a
point is equivalent to deleting an existing point and adding
a new point. In point perturbation attacks, an attacker can
use any combination of the three operations (i.e., addition,
deletion, and modification) to perturb a point cloud.
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Given a point cloud P , we use P ′ to denote its adver-
sarially perturbed version. We use d(P, P ′) to denote the
perturbation size, i.e., the minimum number of perturbed
(i.e., added, deleted, and/or modified) points that can turn
P to P ′. Formally, we have d(P, P ′) = max(|P |, |P ′|) −
|P ∩ P ′|, where | · | measures the number of points in a
point cloud and ∩ represents the intersection between two
sets. Suppose we are given a perturbation size t. We use
S(P, t) to denote the set of all possible adversarial point
clouds whose perturbation sizes are at most t. Formally, we
have S(P, t) = {P ′|d(P, P ′) ≤ t}.

3.2. Certifiably Robust Point Cloud Classifier
Certified perturbation size: We say a point cloud clas-
sifier is certifiably robust if it certifiably predicts the same
label for a point cloud when the number of points arbitrarily
added, deleted, and/or modified by an attacker is less than
a threshold, called certified perturbation size. Formally,
given a point cloud P and a point cloud classifier g, we say
g is certifiably robust for P with a certified perturbation size
t(P ) if g predicts the same label for the point cloud P and
any adversarial point cloud with perturbation size at most
t(P ), i.e., g(P ′) = g(P ) for ∀P ′ ∈ S(P, t(P )).
Probabilistic vs. deterministic guarantees: We say a
point cloud classifier g produces an incorrect certified per-
turbation size t(P ) for a point cloud P if there exists an
adversarial point cloud P ′ with perturbation size at most
t(P ) such that g predicts different labels for P ′ and P ,
i.e., ∃P ′ ∈ S(P, t(P )), g(P ′) ̸= g(P ). A certifiably ro-
bust point cloud classifier has probabilistic guarantees if it
produces an incorrect certified perturbation size for a point
cloud with an error probability α. A certifiably robust point
cloud classifier has deterministic guarantees if its produced
certified perturbation sizes are always correct.

4. Our PointCert
We first describe our PointCert framework, which builds

an ensemble point cloud classifier from an arbitrary point
cloud classifier (called base point cloud classifier). Then,
we derive the certified perturbation size of our ensemble
point cloud classifier.

4.1. Building an Ensemble Point Cloud Classifier
Dividing a point cloud into multiple disjoint sub-
point clouds: Suppose we have a point cloud P =
{e1, e2, · · · , en}, where n is the number of points and
ei = (ei1, ei2, · · · , eio) (i = 1, 2, · · · , n) is a point. Our
idea is to divide the point cloud P into m sub-point clouds.
In particular, our division aims to achieve three goals. The
first goal is that an adversarially perturbed point should in-
fluence a small number of sub-point clouds. In other words,
most sub-point clouds are not influenced when the number
of adversarially perturbed points is small. The second goal

is that a point should be assigned into a sub-point cloud
deterministically. As we will see in the next subsection,
the first two goals enable us to derive a deterministic cer-
tified perturbation size of PointCert for a point cloud. The
third goal is that the sub-point clouds should contain simi-
lar number of points. In particular, if some sub-point clouds
contain (much) less number of points, then the base point
cloud classifier may be more likely to misclassify them. As
a result, our ensemble point cloud classifier is less accurate.
As we will see in our experiments, the third goal enables
PointCert to produce larger certified perturbation sizes.

To reach the first goal, we propose to assign each point
into one sub-point cloud. Therefore, an adversarially added
or deleted point only influences one sub-point cloud, i.e.,
adding one point only influences the sub-point cloud which
the added point is assigned to while deleting one point
only influences the sub-point cloud from which the point
is deleted. An adversarially modified point influences at
most two sub-point clouds, i.e., the sub-point clouds which
the point belongs to before and after modification. To
reach the second goal, we propose to use the coordinates
ei1, ei2, · · · , eio to determine which sub-point cloud that the
point ei belongs to. Note that we cannot use the index of
a point since the point cloud contains a set of points. To
reach the third goal, we propose to use a hash function to
assign a point ei into a sub-point cloud. While PointCert is
applicable with any hash function, we use a cryptographic
hash function (e.g., MD5) in our experiments because it is
designed to have uniformly random output. In particular,
a cryptographic hash function takes any string as input and
outputs a large integer that is roughly uniformly at random
in the output space of the cryptographic hash function.

Combining the above three ideas, we first transform each
value eij (j = 1, 2, · · · , o) into a string sij , then concate-
nate sij’s of a point ei into Si (i.e., Si = si1⊕si2⊕· · ·⊕so,
where ⊕ represents string concatenation), and finally use a
hash function (denoted as Hash) to compute the hash value
of Si (denoted as Hash(Si)). We assign the point ei to
the rith sub-point cloud, where ri = Hash(Si) mod m,
where mod is the modulo operation. For simplicity, we use
P1, P2, · · · , Pm to denote the m sub-point clouds created
from P . Note that some sub-point clouds may be empty,
i.e., include no points.

Building an ensemble point cloud classifier: Given the
m sub-point clouds P1, P2, · · · , Pm created from the point
cloud P and a base point cloud classifier f , we build an en-
semble point cloud classifier h. In particular, we first use f
to predict a label for each non-empty sub-point cloud. Note
that we do not consider those empty sub-point clouds. Then,
we compute the number (denoted as Ml(P )) of non-empty
sub-point clouds that are predicted to have label l by f . For-
mally, we define Ml(P ) =

Pm
i=1 I(f(Pi) = l)·I(|Pi| > 0),

where l = 1, 2, · · · , c, I is an indicator function, and | · |
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measures the number of points in a sub-point cloud. For
simplicity, we call Ml(P ) label frequency for label l. Our
ensemble point cloud classifier h predicts the label whose
label frequency is the largest for the point cloud P . For-
mally, we denote h(P ) as the label predicted for P by h
and we have h(P ) = argmaxl=1,2,··· ,c Ml(P ).

We note that there may exist multiple labels with tied
largest label frequencies. Usually, we break such ties uni-
formly at random, i.e., we predict a label among the tied
ones uniformly at random. However, such random tie
breaking introduces randomness and makes it hard to de-
rive deterministic guarantees. To address the challenge, we
break ties using the label indices deterministically. In par-
ticular, we order the c labels as 1, 2, · · · , c and we predict
the “smallest” label among the tied ones. For example, sup-
pose labels 1 and 2 have tied largest label frequencies, i.e.,
M1(P ) = M2(P ) > Ml(P ), where l ̸= 1, 2. Our h pre-
dicts label 1 for P . More formally, our h predicts label y for
a point cloud P if My(P ) ≥ maxl ̸=y(Ml(P ) + I(y > l)).

4.2. Deriving Certified Perturbation Size
Derivation goal: Suppose our ensemble point cloud clas-
sifier predicts a label y for a point cloud P . P ′ is an ad-
versarially perturbed version of P . Our goal is to derive the
largest certified perturbation size t(P ) such that our ensem-
ble point cloud classifier is guaranteed to predict label y for
any P ′ with perturbation size at most t(P ). Formally, we
aim to find the largest t(P ) such that we have My(P

′) ≥
maxl ̸=y(Ml(P

′) + I(y > l)) for any P ′ ∈ S(P, t(P )).
Our idea is to first derive a lower bound of My(P

′) and an
upper bound of maxl ̸=y(Ml(P

′) + I(y > l)), and then find
the largest t(P ) such that the lower bound is no smaller than
the upper bound. Next, we first describe how we derive the
lower/upper bounds and then how we find the largest certi-
fied perturbation size t(P ).
Deriving a lower bound of My(P

′) and an upper bound
of maxl ̸=y(Ml(P

′) + I(y > l)): Recall that we divide
a (adversarial) point cloud into m sub-point clouds. Since
each point only appears in one sub-point cloud, an adver-
sarially added or deleted point only impacts one sub-point
cloud and may change the label predicted by the base point
cloud classifier for the impacted sub-point cloud. More-
over, a modified point only impacts two sub-point clouds at
most and thus impacts the predicted labels for two sub-point
clouds at most. For simplicity, we define an impact factor τ
for an operation (i.e., addition, deletion, modification) as the
largest number of sub-point clouds that are impacted when
the operation is applied to one point. The impact factor is 1
for addition/deletion and 2 for modification.

If an attacker can arbitrarily add (or delete or mod-
ify) at most t points to P , then at most τ · t sub-point
clouds in P1, P2, · · · , Pm are impacted. Therefore, we have
My(P

′) ≥ My(P )− τ · t and Ml(P
′) ≤ Ml(P ) + τ · t for

∀l ̸= y and ∀P ′ ∈ S(P, t). We treat My(P )− τ · t(P ) as a
lower bound of My(P

′) and maxl ̸=y(Ml(P )+τ · t+ I(y >
l)) as an upper bound of maxl ̸=y(Ml(P

′) + I(y > l)).
Computing certified perturbation size: Our goal is to
find the largest t such that the lower bound of My(P

′) is no
smaller than the upper bound of maxl ̸=y(Ml(P

′) + I(y >
l)). In other words, we aim to find the largest t such that
My(P )−τ · t ≥ maxl ̸=y(Ml(P )+τ · t+ I(y > l)). There-
fore, we have t ≤ My(P )−maxl̸=y(Ml(P )+I(y>l))

2·τ . Since the
number of points that an attacker can add (or delete or mod-
ify) should be an integer, we have the certified perturbation
size as t(P ) = ⌊My(P )−maxl̸=y(Ml(P )+I(y>l))

2·τ ⌋, where ⌊·⌋
is the floor function. In summary, we have the following:

Theorem 4.1 (Certified Perturbation Size). Suppose we
have a point cloud P , a hash function to divide P into m
disjoint sub-point clouds, a base point cloud classifier f ,
and label frequency Ml(P ), where l = 1, 2, · · · , c. Our en-
semble point cloud classifier h predicts the same label for
P and its adversarially perturbed version P ′ once the per-
turbation size is at most t(P ). Formally, we have:

h(P ′) = h(P ) = y, ∀P ′ ∈ S(P, t(P )), (1)

where t(P ) = ⌊My(P )−maxl̸=y(Ml(P )+I(y>l))
2·τ ⌋. The impact

factor τ is 1 for point addition and deletion attacks, while
it is 2 for point modification and perturbation attacks since
a point perturbation attack can use any combination of the
three operations.

We also prove that our derived certified perturbation size
is tight, i.e., without making any assumptions on the base
point cloud classifier, it is theoretically impossible to derive
a certified perturbation size that is larger than ours. For-
mally, we have the following theorem:

Theorem 4.2 (Tightness). Given a point cloud P and a
hash function to divide P into m disjoint sub-point clouds,
there exists an adversarial point cloud P ′ ∈ S(P, t(P )+1)
and a base point cloud classifier f ′ such that our ensemble
classifier predicts different labels for P and P ′. Formally,
we have h′(P ′) ̸= h′(P ), where h′ is the ensemble point
cloud classifier built based on f ′.
Proof. See Appendix A.

5. Applications in Three Scenarios
Scenario I: This scenario is a naive application of
PointCert. Suppose a model provider has trained a base
point cloud classifier f using the standard training algo-
rithm, and shares it with customers in a black-box or white-
box setting. In the black-box setting, the model provider
only provides a prediction API for a customer, who can send
a point cloud to the model provider and obtain its prediction
made by f . In the white-box setting, the model provider
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Figure 1. Composition of PCN and f in Scenario III.

shares the model parameters with a customer, who can use
f to classify point clouds locally.

Given a black-box or white-box access to f , a customer
directly uses PointCert to classify its point clouds. Specifi-
cally, given a point cloud, the customer first divides it into
sub-point clouds, then uses f to predict a label for each non-
empty sub-point cloud, and finally takes a majority vote
among the predicted labels of the sub-point clouds as the
predicted label for the point cloud.
Scenario II: In Scenario I, f is trained on point clouds,
and thus may be inaccurate to classify sub-point clouds as
they have different distributions with point clouds. As a re-
sult, PointCert is less accurate. In Scenario II, we consider
that the model provider trains its f to optimize the perfor-
mance of PointCert. In particular, to make f more accurate
in classifying sub-point clouds, we propose that the model
provider trains f on sub-point clouds. In particular, the
model provider divides each training point cloud into m dis-
joint sub-point clouds following PointCert and uses the la-
bel of the training point cloud as the label of each sub-point
cloud. Then, the model provider trains f on those labeled
sub-point clouds. Similar to Scenario I, the model provider
can share f with a customer in a black-box or white-box set-
ting, and a customer can directly use PointCert to classify
point clouds based on f .
Scenario III: Similar to Scenario I, we consider the
model provider has trained f using a standard training al-
gorithm. However, instead of directly using f to classify
sub-point clouds, a customer adds a Point Completion Net-
work (PCN) [48] before f to improve its accuracy for sub-
point clouds. In particular, the PCN takes a sub-point cloud
as input and outputs a completed point cloud, which is then
classified by f , as shown in Figure 1.

Formulating PCN learning as an optimization prob-
lem. Suppose a customer has a set of unlabeled point clouds
and (optionally) a small amount of labeled ones. The cus-
tomer constructs a training dataset Du. Specifically, the cus-
tomer divides each unlabeled point cloud into m disjoint
sub-point clouds following PointCert. Du consists of a set
of pairs (Ps, Pp), where Ps is a sub-point cloud and Pp is
the corresponding point cloud. A PCN takes Ps as input
and aims to output Pp. In existing point completion meth-
ods [14, 24, 37, 39, 45, 47, 48], learning a PCN C essentially
formulates a loss term Lp(Du, C) over the training dataset
Du and then uses stochastic gradient descent (SGD) to min-
imize the loss. We adopt the popular Chamfer Distance pro-
posed in Fan et al. [8] as the loss term in our experiments
(the details can be found in Appendix).

However, f is still likely to misclassify the point clouds
completed by such a PCN. The reason is that existing point
completion methods did not aim to complete point clouds
that can be classified by f with high accuracy, since it
is not their goal. To bridge this gap, we propose an-
other loss term, which is smaller if the completed point
clouds can be classified by f with higher accuracy. For-
mally, we define the following loss term: Lc(Dl, C, f) =
1

|Dl|
P

(P,y)∈Dl
L(f(C(P )), y), where Dl is the set of la-

beled point clouds and L is the loss function for classifi-
cation such as cross-entropy loss. Combining the two loss
terms, our final loss used to train a PCN is as follows:

Lp(Du, C) + λ · Lc(Dl, C, f), (2)

where λ is a hyperparameter used to balance the two loss
terms. We note that Scenario III is not applicable to the cus-
tomer without any unlabeled or labeled point clouds. More-
over, when a customer only has unlabeled point clouds, the
customer can only use a standard point completion method
to learn a PCN, i.e., λ = 0 in Equation 2.

Solving the optimization problem in white-box and
black-box settings. In the white-box setting, a customer
has access to the model parameters of f . Therefore, the cus-
tomer can solve the optimization problem in Equation (2)
using the standard SGD to learn a PCN. In the black-box
setting, the customer only has access to the prediction API
of f , and thus cannot solve the optimization problem us-
ing SGD. The customer could use zeroth-order optimization
methods [10] to solve the optimization problem. However,
such method often incurs a large number of queries to the
prediction API. To address the challenge, we propose that
the customer learns a student model using knowledge dis-
tillation [13] by viewing f as a teacher model. Roughly
speaking, the customer can first query f using his/her unla-
beled and labeled point clouds (excluding labels) to obtain
their output logits predicted by f , then divide the logits by
T which is a temperature parameter in knowledge distilla-
tion, and finally train a student model. Given the student
model, the customer can use it to replace f in Equation (2)
and train a PCN using SGD. We note that the customer es-
sentially treats the composition of the PCN and the student
model (or the teacher model) as a new base point cloud clas-
sifier in our PointCert framework.

6. Experiments
6.1. Experimental Setup
Datasets and models: We adopt two publicly available
benchmark datasets, namely ModelNet40 [42] and two vari-
ants of ScanObjectNN [36], in our evaluation. Each point
cloud of ModelNet40 has 10,000 points and we also keep at
most 10,000 points in each point cloud of ScanObjectNN.
We do not reduce the size of a point cloud by sub-sampling
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Figure 2. Comparing the empirical accuracy of different defenses. Scenario II is considered.
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(d) Point perturbation attacks

Figure 3. Comparing the certified accuracy of randomized smoothing, PointGuard, and PointCert. Randomized smoothing can only provide
certified robustness guarantees against point modification attacks. Scenario II is considered.

its points to simulate real-world attack scenarios. Our
method and compared baselines are evaluated using same
number of points. The detailed dataset description is shown
in Appendix C. We evenly split the training point clouds in
each dataset into two balanced halves. One half is used for
the model provider to train base point cloud classifier in
the three scenarios, and the other is used for a customer to
train a PCN in Scenario III. We consider PointNet [29] and
DGCNN [38], which are frequently used by the community,
as the base point cloud classifiers.

Compared methods: We compare PointCert with un-
defended model, randomized smoothing [5], and Point-
Guard [23]. Both randomized smoothing and PointGuard
only have probabilistic robustness guarantees. Details of
these methods can be found in Appendix D.

Evaluation metrics: We use Empirical Accuracy@t and
Certified Accuracy@t as evaluation metrics. In particular,
Certified Accuracy@t is the fraction of testing point clouds
in a testing dataset whose certified perturbation sizes are at
least t and whose labels are correctly predicted. The Empir-
ical Accuracy@t is the testing accuracy of each model un-
der the empirical attacks with perturbation size t. We note
that the Certified Accuracy@t is a lower bound of testing
accuracy that a defense can achieve when the perturbation
size is at most t, no matter how the perturbation is crafted.
Empirical Accuracy@t is an upper bound of testing accu-
racy that each model can achieve under attacks with pertur-
bation size at most t. For undefended model, we only re-
port Empirical Accuracy@t because it does not have certi-
fied robustness guarantees. Besides, randomized smoothing
can only provide certified robustness guarantees for point

modification attacks, though we can report its Empirical
Accuracy@t against other attacks.

In experiments, we use the attacks developed by [43] for
point addition, modification, and perturbation attacks and
[40] for point deletion attack. We note that there are no ex-
isting adversarial point cloud attacks tailored to randomized
smoothing, PointGuard, and PointCert. To bridge this gap,
we generalize existing attacks to these ensemble models and
compute their Empirical Accuracy@t. The key idea of our
attacks to ensemble models is to identify a set of critical
points to add (or delete) such that the classification losses of
the base point cloud classifier on different groups of point
clouds (e.g., sub-point clouds in PointCert) are maximized.
Details of our empirical attacks can be found in Appendix E.

Parameter setting: Our PointCert has a parameter m and
a hash function to divide a point cloud into m sub-point
clouds. By default, we set m = 400 and use MD5 as the
hash function. Despite the large m, the inference time per
testing point cloud of PointCert is less than 0.51s because
the sub-point cloud sizes are small. Moreover, we set Point-
Net as the default base point cloud classifier. In Scenario
III, we set the default value of λ to be 5 × 10−4 to balance
the two loss terms. By default, we assume 25% of the cus-
tomer’s point clouds are labeled while the remaining is un-
labeled in Scenario III. For point cloud completion, we use
coarse output of PCN [48] since we do not require the fine-
grained output. In Scenario I and II, white-box and black-
box settings have no difference. In Scenario III, we assume
the white-box setting by default; and in the black-box set-
ting, we learn a student model using knowledge distillation
with a temperature T = 20. Due to space constraint, we
show the results on ScanObjectNN in Appendix.
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Figure 4. Comparing the certified accuracy of PointCert in the
three application scenarios under different attacks.

6.2. Experimental Results

6.2.1 Comparing Different Defenses

Figure 2 compares the empirical accuracy of all meth-
ods under empirical attacks, while Figure 3 compares the
certified accuracy of randomized smoothing, PointGuard,
and PointCert in Scenario II. We note that these defenses
have accuracy-robustness tradeoffs, which are controlled by
their parameters, e.g., m in PointCert. Therefore, to fairly
compare PointCert with randomized smoothing and Point-
Guard, we make them have similar certified accuracy under
no attacks (i.e., t = 0) by following previous work [23].
In particular, we use the default m for PointCert and re-
spectively search σ and k for randomized smoothing and
PointGuard. Our searched parameters are σ = 0.25 and
k = 256. We use the settings in [23] for other parameters
of randomized smoothing and PointGuard.

We have the following observations from the experimen-
tal results. First, an undefended model is not robust against
adversarial point clouds. For instance, adding or modify-
ing only 1 out of 10,000 points can substantially reduce
its empirical accuracy. Second, PointCert achieves larger
empirical accuracy and certified accuracy than randomized
smoothing and PointGuard even though their certified ro-
bustness guarantees are probabilistic. The reasons are that
1) randomized smoothing adds Gaussian noise to every
point in a point cloud, making its classification less accu-
rate, and 2) an adversarially added, deleted, and/or modified
point impacts multiple subsampled point clouds in Point-
Guard. In contrast, PointCert does not add noise to points
in a point cloud and each perturbed point impacts at most 1
or 2 sub-point clouds.

An interesting exception is that PointGuard achieves bet-
ter empirical accuracy than PointCert under our empirical
point deletion attacks. The reason is that each sub-point
cloud in PointCert contains much less number of points af-
ter thousands of points are deleted, and thus the base point
cloud classifier in PointCert is less accurate. In contrast,
each subsampled point cloud in PointGuard still contains k
points even if thousands of points are deleted. Third, every
method achieves much higher empirical accuracy against
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Figure 5. (a) Impact of m on PointCert. (b) Comparing different
base point cloud classifiers. Scenario II is considered.

point deletion attacks than against other attacks when the
perturbation size is the same, which indicates that state-of-
the-art point deletion attack is not powerful enough.

6.2.2 Comparing the Three Scenarios

Figure 4 compares the three application scenarios of
PointCert under attacks. In each scenario, the certified accu-
racy of PointCert is the same for point addition and deletion
attacks, and is the same for point modification and pertur-
bation attacks. Thus, both Figures 4a and 4b showcase the
certified accuracy of PointCert under two attacks.

First, PointCert achieves the best certified accuracy in
Scenario II as the base point cloud classifier in Scenario II
is trained on sub-point clouds and is more accurate in clas-
sifying them. Second, PointCert achieves better certified
accuracy in Scenario III than in Scenario I. The reason is
that, in Scenario III, a customer trains a PCN to turn a sub-
point cloud into a completed point cloud, which can be well
classified by the base point cloud classifier trained using a
standard algorithm. Third, in each scenario, given the same
certified accuracy, the perturbation size that PointCert can
tolerate under point addition/deletion attacks is twice of that
under point modification/perturbation attacks. The reason
is that modifying a point is equivalent to adding a point and
deleting a point, which could impact two sub-point clouds
in the worst case. Due to such relationship, we compare
results on point addition attacks in the following section.

6.2.3 Scenario II

Impact of m: Figure 5a shows the impact of m on certi-
fied accuracy of PointCert. As the results show, m achieves
a tradeoff between accuracy without attacks (i.e., t = 0)
and robustness. In particular, when m is smaller, PointCert
can achieve a higher accuracy without attacks, but is less ro-
bust (i.e., certified accuracy drops to 0 more quickly). The
reason is that a smaller m means each sub-point cloud in-
cludes more points and thus is more likely to be classified
correctly, but each adversarially perturbed point impacts a
larger fraction of the m sub-point clouds.

9502



0 50 100 150 200
Number of Added Points, t

0.0

0.2

0.4

0.6

0.8

1.0

C
er
ti
fie
d
A
cc
u
ra
cy
@
t

Mean

MD5

(a)

0 10 20 30 40 50
Sub-point Cloud Size

0.00

0.02

0.04

0.06

0.08

F
ra
ct
io
n
of

S
u
b
-p
oi
nt

C
lo
u
d
s Mean

MD5

(b)

Figure 6. (a) Comparing the certified accuracy of PointCert with
two hash functions in Scenario II. (b) The distribution of the sub-
point cloud sizes for the two hash functions.

Impact of different base point cloud classifiers: Fig-
ure 5b compares the certified accuracy of PointCert for dif-
ferent base point cloud classifiers. The experimental results
demonstrate that PointCert achieves nearly similar certified
accuracy with different base point cloud classifiers.

Impact of hash function: PointCert uses a hash function to
divide a point cloud into sub-point clouds. We compare the
cryptographic hash function MD5 with a mean based one.
In the mean based hash function, given a point ei, we first
compute the mean value of the coordinates of the point (i.e.,
1
o

P
j=1,2,··· ,o eij), then take the first four digits (denoted as

d1, d2, d3, d4) of the mean, and finally assign the point ei
to the rith sub-point cloud, where ri =

P4
j=1 dj · 104−j

mod m. Figure 6a compares the certified accuracy of
PointCert with the two hash functions. Our result indicates
that PointCert achieves higher certified accuracy when us-
ing MD5. This is because MD5 generates sub-point clouds
with more similar sizes. In particular, Figure 6b shows the
distribution of the number of points in sub-point clouds for
the two hash functions. We observe that the sub-point cloud
sizes in MD5 are more concentrated than those in mean.
The reason is that cryptographic hash function aims to pro-
duce uniformly random hash values in its output space.

6.2.4 Scenario III

Impact of λ: Figure 7a shows the impact of λ. The certified
accuracy first increases and then decreases as λ increases.
The reasons are as follows. When λ is too small, the base
point cloud classifier is less accurate in classifying the point
clouds completed by the PCN. When λ is too large, the PCN
completes point clouds with low fidelity, as shown in Fig-
ure 16 in Appendix. The fact that λ > 0 outperforms λ = 0
indicates that our new loss term Lc(Dl, C, f) for training
PCN improves PointCert.

White-box vs. black-box: In Scenario III, a customer
uses different methods to train a PCN in the white-box and
black-box settings. Figure 7b compares the certified accu-
racy of PointCert in the two settings. The results show that
PointCert can achieve similar certified accuracy in both set-
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Figure 7. (a) Impact of λ on PointCert in Scenario III. (b) Compar-
ing certified accuracy of PointCert in the white-box and black-box
settings in Scenario III.

tings, which means that the distilled student model approx-
imates the teacher model well. We also found that when the
student model and teacher model have different architec-
tures in the black-box setting, our PointCert still achieves
high certified accuracy. Due to limited space, we show the
results in Figure 8a in Appendix.
Pre-trained PCN improves certified accuracy: In our
previous experiments, we assume a customer trains a PCN
from scratch. However, when a customer has a small
amount of point clouds, it may be hard to train a good PCN
from scratch. To address the issue, the customer could fine-
tune a pre-trained PCN instead of training from scratch. We
pretrain a PCN using 8-class of ShapeNet [4] (used in [24])
and adopt it in our experiment. Figure 8b in Appendix
shows our results, which indicates that pre-trained PCN can
improve the certified accuracy of PointCert.
Impact of label ratio: Figure 8c in Appendix shows the
impact of the fraction of a customer’s point clouds that
are labeled on the certified accuracy of PointCert. We ob-
serve PointCert achieves higher certified accuracy when a
customer has more labeled point clouds. This is because
with more labeled point clouds, the learnt PCN outputs
completed point clouds that are classified by the base point
cloud classifier with a higher accuracy.

7. Conclusion
In this paper, we propose the first certified defense,

namely PointCert, that has deterministic robustness guar-
antees against point addition (or deletion or modification or
perturbation) attacks to point cloud classification. More-
over, we propose methods to optimize the performance of
PointCert in multiple application scenarios. Interesting fu-
ture work includes: 1) exploring/designing hash functions
to further improve the robustness guarantees of PointCert,
and 2) generalizing PointCert to other domains, e.g., graph.
Acknowledgements: We thank the anonymous reviewers
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