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Abstract

Tracking by natural language specification aims to lo-
cate the referred target in a sequence based on the nat-
ural language description. Existing algorithms solve this
issue in two steps, visual grounding and tracking, and ac-
cordingly deploy the separated grounding model and track-
ing model to implement these two steps, respectively. Such
a separated framework overlooks the link between visual
grounding and tracking, which is that the natural language
descriptions provide global semantic cues for localizing the
target for both two steps. Besides, the separated frame-
work can hardly be trained end-to-end. To handle these
issues, we propose a joint visual grounding and tracking
framework, which reformulates grounding and tracking as
a unified task: localizing the referred target based on the
given visual-language references. Specifically, we propose
a multi-source relation modeling module to effectively build
the relation between the visual-language references and the
test image. In addition, we design a temporal modeling
module to provide a temporal clue with the guidance of
the global semantic information for our model, which ef-
fectively improves the adaptability to the appearance vari-
ations of the target. Extensive experimental results on
TNL2K, LaSOT, OTB99, and RefCOCOg demonstrate that
our method performs favorably against state-of-the-art al-
gorithms for both tracking and grounding. Code is avail-
able at https://github.com/lizhou-cs/JointNLT.

1. Introduction

Tracking by natural language specification [18] is a task
aiming to locate the target in every frame of a sequence ac-
cording to the state specified by the natural language. Com-
pared with the classical tracking task [25, 33, 34, 41] using
a bounding box to specify the target of interest, tracking
by natural language specification provides a novel human-
machine interaction manner for visual tracking. In addition,
the natural language specification also has two advantages
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Figure 1. Illustration of two different frameworks for tracking by
natural language specification. (a) The separated visual ground-
ing and tracking framework, which consists of two independent
models for visual grounding and tracking, respectively. (b) The
proposed joint visual grounding and tracking framework, which
employs a single model for both visual grounding and tracking.

for the tracking task compared to the bounding box specifi-
cation. First, the bounding box only provides a static repre-
sentation of the target state, while the natural language can
describe the variation of the target for the long term. Sec-
ond, the bounding box contains no direct semantics about
the target and even results in ambiguity [32], but the natural
language can provide clear semantics of the target used for
assisting the tracker to recognize the target. In spite of the
above merits, tracking by natural language specification has
not been fully explored.

Most existing solutions [17,18,32,39] for this task could
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be generally divided into two steps: (1) localizing the target
of interest according to the natural language description in
the first frame, i.e., visual grounding; (2) tracking the local-
ized target in the subsequent frames based on the target state
predicted in the first frame, i.e., visual tracking. Accord-
ingly, many algorithms [17,32,39] are designed to incorpo-
rate a grounding model and a tracking model, as shown in
Figure 1(a). Herein the grounding model performs relation
modeling between the language and vision signal to localize
the target, while the tracking model performs relation mod-
eling between the template and search region to localize the
target. The drawback of this framework is that the ground-
ing model and the tracking model are two separate parts
and work independently, ignoring the connections between
the two steps. Besides, many of them [17, 32, 39] choose
to adopt the off-the-shelf grounding model [38] or tracking
model [16] to construct their framework, which means that
the overall framework cannot be trained end-to-end.

The tracking model in most existing algorithms [17, 32,
39] predicts the target state only based on the template,
overlooking the natural language description. By contrast,
the tracking mechanism that considers both the target tem-
plate and the natural language for predicting the target state
has proven to have great potential [12, 13, 18, 31]. Such
a tracking mechanism requires the tracking model to own
the ability to simultaneously model the vision-language re-
lation and the template-search region relation. Inspired by
this tracking mechanism, we come up with the idea to build
a joint relation modeling model to accomplish the above-
mentioned two-step pipeline. Herein a joint relation model-
ing model can naturally connect visual grounding and track-
ing together and also can be trained end-to-end.

To this end, we propose a joint visual grounding and
tracking framework for tracking by natural language spec-
ification, as shown in Figure 1(b). Specifically, we look
at these two tasks from a unified perspective and reformu-
late them as a unified one: localizing the referred target
according to the given visual-language references. For vi-
sual grounding, the reference information is the natural lan-
guage, while for visual tracking, the reference information
is the natural language and historical target patch (usually
called template). Thus, the crux of this unified task is to
model the multi-source relations between the input refer-
ences and the test image, which involve the cross-modality
(visual and language) relation and the cross-time (histori-
cal target patch and current search image) relation. To deal
with this issue, we introduce a transformer-based multi-
source relation modeling module, which is flexible enough
to accommodate the different references for grounding and
tracking, to model the above relations effectively. It allows
our method to switch between grounding and tracking ac-
cording to different inputs.

In addition, to improve the adaptability to the variations

of the target, we resort to the historical prediction as they
provide the temporal clue about the recent target appearance
and propose a temporal modeling module to achieve this
purpose. Considering that the natural language specification
contains the global semantic information of the target, we
use it as guidance to assist the temporal modeling module to
focus on the target region instead of the noise in the previous
prediction results.

To conclude, we make the following contributions: (1)
we propose a joint visual grounding and tracking frame-
work for tracking by natural language specification, which
unifies tracking and grounding as a unified task and can ac-
commodate the different references of the grounding and
tracking processes; (2) we propose a semantics-guided tem-
poral modeling module to provide a temporal clue based on
historical predictions for our joint model, which improves
the adaptability of our method to the appearance varia-
tions of the target; (3) we achieve favorable performance
against state-of-the-art algorithms on three natural language
tracking datasets and one visual grounding dataset, which
demonstrates the effectiveness of our approach.

2. Related work
2.1. Tracking with bounding box specification

The classical visual trackers [1, 5, 6, 46] initialize their
tracking procedure based on the given bounding box in the
first frame. Inspired by the success of transformer [29] in
recognition [9] and detection [2, 45], most of the recent
trackers [23, 28, 30, 35, 40, 44] are developed based on the
transformer structure and achieve impressive performance
on many tracking benchmarks. To improve the discrimina-
tive of the features, TrDiMP [30], TrTr [43], and TransT [3]
use the self-attention in the transformer encoder for fea-
ture enhancement and the cross-attention in the transformer
decoder for information propagation between the template
feature and the search feature. Differently, STARK [35]
employs an encoder-decoder transformer architecture to ef-
fectively capture the global feature dependencies of both
spatial and temporal information in video sequences, which
achieves impressive performance.

The above-mentioned methods employ a two-stage ap-
proach, separating the feature extraction and feature interac-
tion processes. MixFormer [4] and OSTrack [40] construct
a one-stream tracking pipeline and achieve state-of-the-art
tracking performance. Despite the promising performance
on many tracking benchmarks, classical visual trackers are
still hard to be straightly applied in the real world due to the
limitation of the manually specified initialization method.

2.2. Tracking with natural language description

Inspired by the development of the visual grounding
task, Li et al. [18] define the task of tracking by natural lan-
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Figure 2. Overview of our joint visual grounding and tracking framework. Given a sequence and a natural language description, we first
feed the description, the first frame (test image), and zero padding tokens into the model for visual grounding and accordingly obtain the
template image. For each subsequent frame (test image), we feed it with the description and template image into the model for tracking. ⊙
and ⊕ denote the element-wise product and summation operations, respectively.

guage specification. Yang et al. [39] decompose the prob-
lem into three sub-tasks, i.e., grounding, tracking, and inte-
gration, and process each sub-task separably by three mod-
ules. Differently, Feng et al. [11] solve this task following
the tracking-by-detection formulation, which utilizes natu-
ral language to generate global proposals on each frame for
tracking. To provide a specialized platform for the task of
tracking by natural language specification, Wang et al. [32]
release a new benchmark for natural language-based track-
ing named TNL2K and propose two baselines initialized by
natural language and natural language with bounding boxes,
respectively. Li et al. [17] employ a target-specific retrieval
module to localize the target, which is used to initialize a lo-
cal tracker. Previous works either employ the off-the-shelf
visual grounding model [38] or use a dedicated grounding
module [11, 32] to detect the target, inevitably separating
the connection between visual grounding and tracking. In
this work, we propose a unified visual grounding and track-
ing framework for the task of tracking by natural language
specification, which can perform visual grounding or track-
ing conditioned on different inputs.

3. Method

In this section, we present the proposed joint visual
grounding and tracking framework, which implements the
two core steps, i.e., grounding and tracking, of tracking
by natural language specification with a single end-to-end
model. To this end, our framework is designed to accom-
modate the relation modeling between the test image and

different input references of grounding and tracking.

3.1. Joint grounding and tracking framework

Figure 2 illustrates the proposed joint visual grounding
and tracking framework, which mainly consists of the lan-
guage and vision encoders, the multi-source relation mod-
eling module, the target decoder, the semantic-guided tem-
poral modeling module, and the localization head.

Given the input references and the test image, the lan-
guage and vision encoders first embed them into the specific
feature spaces, yielding the token embeddings of the input
words or image patches. Then we adopt two linear projec-
tion layers to project the language and vision token embed-
dings to the latent spaces with the same dimension. After
that, the projected embeddings are fed into the multi-source
relation modeling module, which models the relations be-
tween the multi-source references and the test image to en-
hance the target information in the embeddings of the test
image. On top of the enhanced embeddings of the test im-
age, the target decoder followed by the localization head is
used to predict the bounding box of the referred target. For
the visual grounding task, in which no template is available,
we use zero padding tokens as placeholders to fill in the
missing embeddings corresponding to the template in the
input of the multi-source relation modeling module. Dur-
ing visual tracking, the semantics-guided temporal model-
ing module will generate a temporal clue for the target de-
coder, enabling our model to exploit historical target states.

The tracking process with natural language specification
using our framework can be summarized as: (1) At the first
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frame, our model takes as input the natural language, the
zero padding tokens, and the test image (the first frame)
to perform visual grounding, and then the target template
can be obtained based on the grounding result; (2) At ev-
ery subsequent frame, our model takes as input the natural
language, the template, and the test image (also called the
search image) to perform language-assisted visual tracking.

3.2. Vision and language feature extraction

Language encoder. Since being proposed, the trans-
former [29] model has achieved great success in natural
language processing. Thus, we opt for the classic lan-
guage transformer model BERT [8] as the language en-
coder in our framework. Given a natural language query
Lq , we first tokenize the sentences and append a CLS to-
ken and a SEP token at the beginning and end of the tok-
enized language query, respectively, yielding a sequence of
tokens T = {CLS, t1, t2, · · · , tN ,SEP}, where N is the
max length of the language query. Then we feed the above
sequence into the language encoder and obtain the language
token embeddings Fl ∈ RCl×(N+2), where Cl = 768 is the
dimension of the output embedding.
Vision encoder. Similar to the language encoder, we also
opt for the transformer model to learn the vision feature
representation. In particular, we adopt the vanilla Swin-
Transformer [21] as our vision encoder for its excellent per-
formance of image feature learning. Herein we only re-
main the first three stages of Swin-Transformer, as the out-
put feature resolution of the last stage is too small. For the
grounding process, given a test image It ∈ R3×Ht×Wt , we
feed it into the vision encoder and then flatten the output
features to obtain the token embeddings Ft ∈ RCv×Lg .
Similarly, for the tracking process, given the template im-
age Iz ∈ R3×Hz×Wz and test image It ∈ R3×Ht×Wt , we
feed them into the vision encoder and the flatten the output
features to get their token embeddings Fz ∈ RCv×Lz and
Ft ∈ RCv×Lt , respectively. Herein Cv = 512.

3.3. Multi-source relation modeling

Unifying the visual grounding and tracking sub-tasks
together requires the algorithm to model the relations be-
tween the test image and the different references. Thus, we
propose the multi-source relation modeling module, which
accommodates the different references for grounding and
tracking, to achieve cross-modality and cross-time relation
modeling for tracking by the natural language specifica-
tion. Considering the ability of the self-attention opera-
tion to capture the global dependencies, we exploit a trans-
former encoder that mainly stacks the self-attention layer to
perform relation modeling instead of using complex cross-
modality fusion or cross-correlation methods.

For visual grounding where the template embeddings are
not available, we use zero padding tensors Po as placehold-

ers to fill the missing template embeddings. We also set
the mask value for zero padding tensors as 1 to mask them
during the computation of self-attention in case they pollute
the other useful information. Before performing relation
modeling, we first use the language and vision projection
layers to process the corresponding token embeddings to
unify the dimension of the token embeddings from differ-
ent modalities. The projected language embeddings, tem-
plate image embeddings, and test image embedding are de-
noted by Pl = [p1

l ,p
2
l , . . . ,p

Nl

l ], Pz = [p1
z,p

2
z, . . . ,p

Nz
z ],

Pt = [p1
t ,p

2
t , . . . ,p

Nt
t ], respectively. Then, we concatenate

the embeddings of the references (Pl and Po for grounding,
and Pl and Pz for tracking) and the embeddings of the test
image Pt, and feed them into the transformer encoder to
model the multi-source relation for grounding or tracking,
which can be formulated as:

[hl,ho,ht] = Φenc([Pl,Po,Pt]); (1)
[hl,hz,ht] = Φenc([Pl,Pz,Pt]). (2)

Herein the output embeddings corresponding to the test im-
age, i.e., ht, will be further used for target decoding and
bounding box prediction. Besides, we add learnable posi-
tion embeddings to [Pl,Po,Pt] and [Pl,Pz,Pt] to retain
the positional information.

3.4. Target decoder and localization head

Target decoder. To further enhance the target informa-
tion in ht, we follow STARK [35] and use a target de-
coder(TDec) and a Target Query(TQ) to learn the discrimi-
native target embeddings. The target decoder takes ht and
the target query as inputs. For visual grounding, the target
query is an offline learned embedding that contains the po-
tential target information. For visual tracking, we add the
temporal clue outputted by the semantics-guided temporal
modeling module to the offline learned embedding to obtain
a target query with recent target appearance priors.
Localization head. To achieve the unification of ground-
ing and tracking, we apply a shared localization head for
bounding box prediction. Particularly, we use the localiza-
tion head proposed in [35] due to its great performance and
efficiency. As shown in Figure 2, we first compute the simi-
larity between the output of the target decoder and ht token
by token, and then we use a residual connection to enhance
the target-related regions. Finally, the localization head is
constructed to predict the target bounding box.

3.5. Semantics-guided temporal modeling

Although grounding and tracking share the same relation
modeling process, there still exist some differences between
the two tasks. More concretely, grounding is performed on
a standalone image but tracking is executed on consecutive
video which means there exist historical appearances of the
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Figure 3. Architecture of the proposed semantic-guided temporal
modeling module.

target for exploitation. To improve the adaptability to the
variations of the target using the temporal information, we
propose a Semantics-Guided Temporal Modeling (SGTM)
module. It is designed to learn the temporal clue about re-
cent target appearances from historical target states with se-
mantics from the natural language as guidance. Figure 3
shows the architecture of the SGTM module, which mainly
consists of a transformer encoder and decoder.

After the tracking process of each frame, we perform re-
gion of interest (RoI) pooling [26] on ht according to the
predicted box to obtain the target region features which are
further flattened to obtain the historical target patch embed-
dings. Besides, we also take into account the global se-
mantic representation h1

l of the Natural Language (NL) out-
putted by the multi-source relation modeling module, which
is called the NL CLS token denoted as hCLS

l . We directly
concatenate the NL CLS token with the historical target
patch embeddings and feed them into the encoder. Herein,
the encoder is used to enhance the token embeddings cor-
responding to the target region and suppress those corre-
sponding to the noise region with the guidance of NL CLS.
After that, we utilize a decoder to compute cross-attention
between enhanced target patch embeddings and a temporal
query which is a learnable vector. The temporal query can
attend to the language context and historical target embed-
dings, thus learning a robust historical target representation
for future tracking.

3.6. End-to-end learning and inference

End-to-end learning. Every training sample is composed
of a language query and a pair of images (a grounding patch
and a tracking patch). During training, the forward propa-
gation for one sample is divided into two steps: ground-
ing and tracking. In the grounding step, the network takes
as input the language query and the grounding patch, and
outputs the predicted box. Then we crop the target region
according to the predicted box of the grounding process as
the template for the tracking step. In the tracking step, the
model takes as input the language query, the template, and
the tracking patch (i.e., the search patch) and outputs the
predicted boxes. For each step, we use the GIoU [27] Loss

and L1 Loss to supervise the learning of the model, and the
losses of the two steps are directly added.
Inference. During inference, we perform grounding on
the first frame, then accordingly crop the target region as
the template. Besides, we also generate the token embed-
dings of the template via RoI pooling and flatten opera-
tions, which are further fed into the SGTM module. In each
subsequent frame, we conduct tracking based on the lan-
guage query, the template, and the temporal clue that SGTM
learns. Specifically, our model also can be initialized by the
natural language and bounding box specifications together,
which is validated to achieve better tracking performance.

4. Experiments
4.1. Experimental setup

Implementation details. We use Swin-B [21] pre-trained
on ImageNet [15] as our vision encoder and use the base-
uncased version of BERT [8] as our language encoder. For
the vision input, the test image for grounding is resized such
that its long edge is 320. No cropping or rotating is used
to avoid breaking the alignment between the language and
vision signal. The sizes of the template image and search
image are set to 128 × 128 and 320 × 320, respectively.
The size of historical target features for temporal modeling
is set to 6×6. For the language input, the max length of the
language is set to 40, including a CLS and a SEP token.

We use the training splits of RefCOCOg-google [22],
OTB99 [18], LaSOT [10], and TNL2K [32] to train our
model. We train our model for 300 epochs, and the warm-
up strategy is adopted. The learning rates for the vision and
language encoders and the other parameters first increase to
10−5 and 10−4 linearly at the first 30 epochs, respectively.
The learning rates drop by 10 after the 200th epoch every
50 epochs. We test the proposed algorithm on an NVIDIA
3090 GPU, and the tracking speed is about 39 FPS.
Datasets and metrics. We evaluate our method for natural
language tracking on the tracking benchmarks with natural
language descriptions, including OTB99 [18], LaSOT [10],
TNL2K [32]. All these datasets adopt success and precision
to measure tracking performance. We report the Area Under
the Curve (AUC) of the success plot and the precision score
when the center location error threshold is set to 20 pixels.
Besides, we also evaluate our model for visual grounding
on the Google-split val set of RefCOCOg [22] using the
standard protocol [7, 36, 38] and report the Top-1 accuracy.
Herein the predicted box whose IoU with grounding truth is
over 0.5 is considered as a correct prediction.

4.2. Ablation study

We first conduct experiments to analyze the effect of
each main component in our model. To this end, we per-
form ablation studies on five variants of our model:
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Table 1. AUC and Precision (PRE) for four variants of our model
on the LaSOT and TNL2K datasets.

Variants
LaSOT TNL2K

AUC PRE AUC PRE

SepRM 0.518 0.512 0.491 0.471
MSRM 0.536 0.550 0.511 0.500
MSRM-TDec 0.549 0.567 0.524 0.514
MSRM-TM 0.561 0.581 0.541 0.540
Our model 0.569 0.593 0.546 0.550

Table 2. Comparisons between separated and joint methods. We
report FLOPs and inference time for grounding and tracking sep-
arately. Note that the time for all methods is tested on RTX 3090.

Separated Model Joint Model
VLTVG+STARK VLTVG+OSTrack SepRM Ours

FLOPs
Grounding 39.6G 39.6G 34.7G 34.9G
Tracking 20.4G 48.3G 38.5G 42.0G

Time
Grounding 28.2ms 28.2ms 26.4ms 34.8ms
Tracking 22.9ms 8.3ms 20.6ms 25.3ms

Params Total 169.8M 214.7M 214.4M 153.0M

AUC
LaSOT 0.446 0.524 0.518 0.569
TNL2K 0.373 0.399 0.491 0.546

1) SepRM, which deploys Separated Relation Modeling
modules, i.e., two independent transformer encoders, to per-
form visual grounding and tracking. In this variant, the
target decoder is removed, and two localization heads are
directly constructed on the outputs of the two separated re-
lation modeling modules, respectively.
2) MSRM, which replaces the separated relation modeling
modules with the Multi-Source Relation Modeling module
in SepRM, and only deploys a single localization head.
3) MSRM-TDec, which introduces a Target Decoder into
the MSRM variant.
4) MSRM-TM, which introduces our proposed semantic-
guided temporal modeling into the MSRM-TDec variant
but only the historical target patches as inputs.
5) Our model, which introduces the NL CLS tokens into
SGTM module, further exploits language information to
improve the adaptability to the target appearance variations.

Table 1 presents the experimental results of these vari-
ants on LaSOT [10] and TNL2K [32].
Effect of multi-source relation modeling. The perfor-
mance gap between SepRM and MSRM demonstrates the
effectiveness of multi-sources relation modeling to embed
the reference information from the natural language and
template into the feature of the test image for both ground-
ing and tracking.
Effect of target encoder. The performance comparison be-
tween MSRM and MSRM-TDec shows that the target de-
coder plays an important role in decoding the target state
information from the test feature after relation modeling.
Similar performance gains from the target decoder are also

Table 3. AUC and Precision (PRE) of different methods on the
OTB99, LaSOT, and TNL2K datasets. The best and second-best
results are marked in bold and underline. BB and NL denote the
Bounding Box and Natural Language, respectively.

Algorithms Initialize
OTB99 LaSOT TNL2K

AUC | PRE AUC | PRE AUC | PRE

AutoMatch BB – 0.583 | 0.599 0.472 | 0.435
TrDiMP BB – 0.639 | 0.663 0.523 | 0.528
TransT BB – 0.649 | 0.690 0.507 | 0.517
STARK BB – 0.671 | 0.712 –
KeepTrack BB – 0.671 | 0.702 –
SwinTrack-B BB – 0.696 | 0.741 –
OSTrack-384 BB – 0.711 | 0.776 0.559 | –

TNLS-II NL 0.250 | 0.290 – –
RTTNLD NL 0.540 | 0.780 0.280 | 0.280 –
GTI NL 0.581 | 0.732 0.478 | 0.476 –
TNL2K-1 NL 0.190 | 0.240 0.510 | 0.490 0.110 | 0.060
CTRNLT NL 0.530 | 0.720 0.520 | 0.510 0.140 | 0.090
Ours NL 0.592 | 0.776 0.569 | 0.593 0.546 | 0.550

TNLS-III NL+BB 0.550 | 0.720 – –
RTTNLD NL+BB 0.610 | 0.790 0.350 | 0.350 0.250 | 0.270
TNL2K-2 NL+BB 0.680 | 0.880 0.510 | 0.550 0.420 | 0.420
SNLT NL+BB 0.666 | 0.804 0.540 | 0.576 0.276 | 0.419
VLTTT NL+BB 0.764 | 0.931 0.673 | 0.721 0.531 | 0.533
Ours NL+BB 0.653 | 0.856 0.604 | 0.636 0.569 | 0.581

observed in STARK [35].
Effect of temporal modeling. A large performance boost
arises at the comparison from MSRM-TDec to our in-
tact model, which is benefited from temporal modeling.
The temporal modeling module provides effective temporal
clues for the decoder to adapt to the appearance variations
of the target, thus greatly improving tracking performance.
Effect of semantics-guided temporal modeling. We can
observe that incorporating the NL CLS token brings perfor-
mance gains, especially in the precision metric. With the
NL CLS token, our model predicts the target location more
precisely, demonstrating the effectiveness of the language
information in SGTM.

We further compare our joint visual grounding and track-
ing model with the separated methods in FLOPs, inference
time, params, and AUC, as shown in Table 2. Since the
codes of existing separated methods have not been released,
we construct two separated methods using state-of-the-art
grounding (VLTVG [36]) and tracking (STARK [35] and
OSTrack-384 [40]) models. Our proposed variant SepRM
is also involved in the comparison. Compared with the sep-
arated methods, our approach performs comparably in com-
putation, speed, and params, while performing substantially
better in AUC on LaSOT and TNL2K.

4.3. Tracking by only language specification

In this section, we compare our approach with state-of-
the-art trackers using only language for initialization in-
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Query and Temporal Clue is used as the query.

cluding TNLS-II [18], RTTNLD [11], GTI [39], TNL2K-
1 [32], CTRNLT [17] on TNL2K [32], LaSOT [10], and
OTB99 [18]. Table 3 reports the experimental results of
different algorithms on these three datasets. The results
of the classical trackers (AutoMatch [42], TiDiMP [30],
TransT [3], STARK [35], KeepTrack [24], SwinTrack-
B [19], and OSTrack-384 [40]) are also presented.

TNL2K. Compared with the TNL2K-1 and CTRNLT meth-
ods that use separated grounding and tracking models, our
method achieves substantial performance gains of 40.6%
and 46.0% in AUC, precision respectively, which manifests
the effectiveness of the proposed joint visual grounding and
tracking framework. Besides, our method also performs
marginally better than the VLTTT method that uses both
natural language and a bounding box for initialization on
the TNL2K dataset.
LaSOT. Compared with CTRNLT, our method improves
tracking performance by 4.9% in AUC and 8.3% in pre-
cision. Besides, our approach also achieves substantial per-
formance gains in comparison with TNL2K-1.
OTB99. Compared with recently proposed state-of-the-art
natural language trackers, our method achieves better per-
formance (an AUC score of 59.2%) on OTB99, which vali-
dates the effectiveness of our method.
Qualitative study. To further investigate the effectiveness
of the SGTM module, we visualize the cross-attention maps
in the target decoder and the prediction results in Figure 4.
The attention map w/o TC (only TQ) has high responses on
the distractor, and the variant MSRM-TDec loses the target,
as the target appearance varies a lot compared to the tem-
plate. By contrast, the learned TC attends to the real target,
and it helps our model (TQ+TC) focus on the real target and
predicts a precise bounding box.

As shown in Figure 5, we visualize the tracking results
on three challenging sequences in TNL2K, in which the

Table 4. Comparison of our method with state-of-the-art algo-
rithms for visual grounding on the val set of RefCOCOg.

Algorithms NMTree LBYL-Net ReSC-Large TransVG VLTVG Ours
[20] [14] [37] [7] [36]

Accuracy 0.6178 0.6270 0.6312 0.6702 0.7298 0.7007

main challenges are: viewpoint change, appearance vari-
ation, and out-of-view, respectively. We can observe that
our model is more robust than other trackers. For example,
in the second sequence, TNL2K-1 cannot predict the target
box accurately at the beginning, and VLTTT and OSTrack
gradually predict inaccurate target boxes as the target ap-
pearance varies. By contrast, our method predicts the target
box more accurately. These comparisons validate the effec-
tiveness of the SGTM module.

4.4. Tracking by language and box specification

We also compare our approach with state-of-the-art
trackers in the same settings that use both natural lan-
guage and a bounding box for initialization. The track-
ers involved in comparisons include TNLS-III [18], RT-
TNLD [11], TNL2K-2 [32], SNLT [12], VLTTT [13]. Ta-
ble 3 presents the experimental results of these methods.
TNL2K. Compare with VLTTT, our model improves per-
formance by 3.8% and 4.8 % in AUC and precision, respec-
tively, demonstrating the effectiveness of our method.
LaSOT. The proposed method obtains an AUC score of
0.604 and a precision score of 0.636 on LaSOT. The VLTTT
method is designed based on the classical tracker TransT [3]
that already achieves a favorable performance on LaSOT
and performs better than our method. Compared to the other
trackers with language and box specifications, our method
achieves substantial performance gains.
OTB99. VLTTT achieves the best performance with an
AUC score of 0.653 and a precision score of 0.856, which
is higher than ours. Nevertheless, our method performs on
par with SNLT and TNL2K-2.

4.5. Performance on visual grounding

We also report the visual grounding performance of our
framework on the val set of RefCOCOg split by Google, as
shown in Table 4. Although not originally designed for vi-
sual grounding, our method performs comparably with the
state-of-the-art visual grounding algorithm VLTVG [36].

4.6. Limitations

Herein we discuss the limitations of our algorithm. Our
method is designed for tracking the target of interest only
based on the natural language description. Inevitably, it
is sensitive to ambiguous natural language descriptions to
some extent. As shown in Figure 6(a), given the ambiguous
description “Zebra running on the grass with other zebras”
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(b) NL: “the group of soliders near the arrow.” 

(a) NL: “head of the man who is holding a yellow bottle.”

Ours (NL) VLTTT (NL + BB) TNL2K-1 (NL) OSTrack (BB) Ground Truth

(c) NL: “the head of the female in red.” 

# 0001 # 0300 # 0600 # 0930 # 1510
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Out-of-viewOut-of-view Out-of-view

# 0001 # 0100 # 0255 # 0482 # 0597
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0

# 0001 # 0200 # 0400 # 0700 # 0910

200 400 600 800

Figure 5. Qualitative comparison on three challenging sequences. From top to bottom, the main challenge factors are viewpoint change,
appearance variation, and out-of-view, respectively. Our model is more robust than other trackers.

(b) Clear NL

“The second zebra from the right.”

(c) Ambiguous NL + Bounding Box

“Zebra running on the grass with other zebras.”

(a) Ambiguous  NL

“Zebra running on the grass with other zebras.”

# 0001# 0001 # 1390# 1390# 0001 # 1390 # 1390# 1390# 0001# 0001 # 1390# 0001 # 1390# 1390# 0001# 0001 # 1390# 0001

Ground TruthPredicted Bounding Box

Figure 6. Analysis about the effect of ambiguous natural language (NL) on a zebra sequence. Given the original NL description (a) with
ambiguity from LaSOT, our method localizes the wrong target at the first frame and consequently fails in the whole sequence. By contrast,
given a clear NL description (b) or providing a bounding box (c) to eliminate ambiguity, our method can successfully locate the target.

that does not clearly specify which zebra is the target one,
our method fails to locate the target zebra at the beginning.
One solution for this issue is to provide a clear description.
As shown in Figure 6(b), given a clear location description
of the target zebra, our algorithm successfully locates the
target and keeps tracking it. Another alternative solution is
to provide a bounding box for disambiguation, as shown in
Figure 6(c). With the correction of the additional bounding
box, our method can also successfully track the target zebra.

5. Conclusion
We have presented a joint visual grounding and track-

ing framework to connect two tasks by unifying the rela-
tion modeling among the multi-source references and test

image, which includes the cross-modality (visual and lan-
guage) relation and cross-temporal (historical target patch
and current search frame) relation. Besides, we propose
a semantics-guided temporal modeling module modeling
the historical target states with global semantic information
as guidance, which effectively improves tracking perfor-
mance. Our method achieves favorable performance against
state-of-the-art algorithms on three natural language track-
ing datasets and one visual grounding dataset.
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