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Abstract

Recently, deep learning-based facial landmark detection
has achieved significant improvement. However, the se-
mantic ambiguity problem degrades detection performance.
Specifically, the semantic ambiguity causes inconsistent an-
notation and negatively affects the model’s convergence,
leading to worse accuracy and instability prediction. To
solve this problem, we propose a Self-adapTive Ambiguity
Reduction (STAR) loss by exploiting the properties of se-
mantic ambiguity. We find that semantic ambiguity results
in the anisotropic predicted distribution, which inspires us
to use predicted distribution to represent semantic ambi-
guity. Based on this, we design the STAR loss that mea-
sures the anisotropism of the predicted distribution. Com-
pared with the standard regression loss, STAR loss is en-
couraged to be small when the predicted distribution is
anisotropic and thus adaptively mitigates the impact of se-
mantic ambiguity. Moreover, we propose two kinds of eigen-
value restriction methods that could avoid both distribu-
tion’s abnormal change and the model’s premature con-
vergence. Finally, the comprehensive experiments demon-
strate that STAR loss outperforms the state-of-the-art meth-
ods on three benchmarks, i.e., COFW, 300W, and WFLW,
with negligible computation overhead. Code is at https:
//github.com/ZhenglinZhou/STAR

1. Introduction
Facial landmark detection, which aims to locate a group

of pre-defined facial landmarks from images [48, 51, 56], is
a fundamental problem for many downstream tasks, includ-
ing face verification [12], face synthetic [1], and 3D face
reconstruction [10, 13, 17, 46].

Thanks to the development of Convolutional Neural Net-
works (CNNs) [20, 36, 39], facial landmark detection has
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Figure 1. The impact of semantic ambiguity. We visualize the
outputs of five models trained with the same architecture under the
same experimental setting. (1) The first row shows the predicted
facial landmarks for Mr. Tony Stark, marked as red points. And
the green point refers to the corresponding mean value. (2) The
second row shows the results of predicted probability distribution
(i.e., heatmap) from one of the trained models.

improved significantly. At first, coordinate regression meth-
ods [3, 16, 33, 47] are proposed to learn the transforma-
tion between CNN features and landmark locations via fully
connected layers. Recently, the research focus has been the
heatmap regression methods, which have shown superiority
over coordinate regression methods. The heatmap regres-
sion methods [21, 24, 48] predict an intermediate heatmap
for each landmark and decode the coordinates from the
heatmap. But, the commonly used decoder, Argmax [55], is
not differentiable and suffers from quantization error. Re-
cently, some solutions have been proposed [38, 53], and
the focus is on the differentiable expectation decoder: soft-
Argmax [32]. With the help of soft-Argmax, the heatmap
regression method has the advantage of end-to-end train-
ing. So the training loss is mainly composed of a regression
loss (such as L2), which makes the model prediction fit the
manual annotation.

However, the manual annotation suffers from the seman-
tic ambiguity problem [16, 21, 30]. Specifically, some fa-
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Figure 2. The overview of our framework. We use a four stacked Hourglasses (HGs) Network. To mitigate the impact of semantic
ambiguity, the STAR loss is applied to each HG module. (Best view in color.)

cial landmarks, especially landmarks located on face con-
tour, do not have a clear and accurate definition. For exam-
ple, the contour landmarks are defined to evenly distribute
around the face contour without a clear definition of the po-
sitions [30]. It makes human annotators confused about the
position, and it is inevitable to induce inconsistent and im-
precise annotations. Thus, we argue that the regression loss
will be misled by ambiguous annotations and degrade the
model’s convergence and performance. As shown in Figure
1, training the neural network with ambiguous annotations
makes the predictions for facial contour landmarks unstable
and inaccurate, which will hurt the downstream task [15].
The key problem is to design a new regression loss that mit-
igates the impact of semantic ambiguity.

In this paper, we propose a novel self-adaptive ambiguity
reduction method, STAR loss, by fully exploiting semantic
ambiguity. To this end, we explore the impact of seman-
tic ambiguity on the heatmap. Typically, the distribution
normalization loss forces the predicted probability distri-
bution to resemble an isotropic Gaussian distribution [32].
However, as shown in Figure 1, compared with the isotropic
distribution of the eye corner point, the predicted distribu-
tion of the facial contour point is anisotropic. The main
difference between the two landmarks is semantic ambigu-
ity, which is more severe in the contour point. We infer that
the semantic ambiguity is related to the anisotropic distribu-
tion. When the predicted distribution of one facial landmark
is anisotropic, this facial landmark has severe semantic am-
biguity (leading to model unconvergence), so it is necessary
to reduce its impact.

To this end, we begin our story by introducing a cus-
tomized principal component analysis (PCA) that can pro-
cess the discrete probability distribution, which contains
three steps: weighted mean estimation, unbiased weighted
covariance estimation, and eigen-decomposition. We de-

compose a group of predicted distributions and visualize the
corresponding principal components. The visualization re-
sults show that the first principal component is along with
the face contour. Meanwhile, the ambiguous direction for
contour landmarks is aligned with the face contour. There-
fore, we infer that their first principal component direction
is highly consistent with their ambiguity direction.

According to this new observation, we design our STAR
loss, which decomposes the prediction error into two princi-
pal component directions and divides it by the correspond-
ing energy value. For a facial landmark with anisotropic
predicted distribution, the energy of the first principal com-
ponent is higher than the second. In this way, the error in the
first principal component direction can be adaptively sup-
pressed, thereby alleviating the impact of ambiguity anno-
tation on training. However, we find this initial version of
STAR loss suffers an abnormal energy increase, leading to
premature convergence. To solve this problem, we find that
the anomaly results from that the model tends to increase
the energy to minimize STAR loss. As a result, we propose
two kinds of eigenvalue restriction methods to avoid STAR
loss decreasing abnormally.

We evaluate the STAR loss on three widely-used bench-
marks, i.e., COFW [5], 300W [35] and WFLW [48]. Ex-
periments show that STAR loss indeed helps deep models
achieve competitive performance compared to state-of-the-
art methods. Code will be released for reproduction.

2. Related Work
At early stages, facial landmark detection is based on

statistic models such as Active Appearance Models [8, 31],
Constrained Local Models [9], and 3D Morphable Mod-
els [2]. Recently, with the development of CNN, deep learn-
ing methods have achieved state-of-the-art performance in
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facial landmark detection [21, 29, 51, 53], which mainly in-
cludes two main branches: coordinate regression method
and heatmap regression method.
Coordinate Regression Method. Coordinate regression
methods [18, 56, 58] utilize fully connected (FC) layers to
learn the transformation between CNN features and land-
mark coordinates. However, coordinate regression meth-
ods commonly require a huge number of samples for train-
ing, which constrains performance improvements. To this
end, many works address this issue from different perspec-
tives – e.g., style transfer [14, 34], semi-supervised learn-
ing [3,15], and virtual data [47]. To further improve the per-
formance, both MDM [41] and RAR [52] use cascaded re-
current networks to sequentially refine the landmark estima-
tion. SDFL [29] and SDL [27] introduce graph constraint
through graph convolutional network (GCN). SLPT [50]
and RePFromer [26] learn an adaptive inherent relation
based on the attention mechanism.
Heatmap Regression Method. Heatmap regression meth-
ods output an intermediate heatmap for each landmark and
take the landmark with the highest intensity as the optimal
output. The stacked hourglass network [55], U-Net [11],
and HRNet [44] are commonly used to generate the high-
quality heatmap. However, heatmap regression methods
usually suffer from quantization error since the heatmap
is commonly much smaller than the input image. Many
works are proposed to mitigate the error, including bet-
ter heatmap generation [4, 16], mapping construction from
heatmap to coordinates [24, 32], coordinates further refine-
ment [4, 38, 53]. Furthermore, many works [21, 45, 48] use
facial boundary as the structure constraint to further im-
prove the performance. HSLE [60] automatically constructs
a hierarchical structure for learning robust facial landmark
detection. LUVLi [24] estimates both the uncertainty and
visibility of predicted landmarks. And FaRL [57] proposes
the general facial representation learning.
Semantic Ambiguity in Facial Landmark Detection.
There exist several works [15, 16, 21, 24, 30, 48] address-
ing semantic ambiguity problems on facial landmark detec-
tion. SBR [16] uses the coherency of optical flow between
adjacent frames as supervision but is sensitive to illumina-
tion and occlusion. LAB [48] uses facial boundary lines
as the structure constraint, which is practical but compu-
tationally expensive. Moreover, SA [30] proposes a latent
variable optimization strategy to find semantically consis-
tent annotations and alleviate random noise during the train-
ing stage. However, the complex training strategy limits
its application. Closely related to our work is ADNet [21],
which presents two key modules, i.e., Anisotropic Direction
Loss (ADL) and Anisotropic Attention Module (AAM), to
handle the ambiguous annotations problem. Among them,
ADL imposes more constraints in normal direction for land-
marks on facial boundaries, but the direction and constraint

weight is hand-crafted so that such coarse-grained design
degrades its performance.

3. Preliminary
We briefly introduce the pipeline of current widely-used

regression methods below.
As shown at the top of Figure 2, the basic model of the

regression method is stacked of four Hourglasses Networks
(HGs) [56]. Each HG generates N heatmaps, where N is
the number of pre-defined facial landmarks. The normal-
ized heatmap can be viewed as the probability distribution
over the predicted facial landmarks. The predicted coordi-
nates are decoded from the heatmap by a soft-Argmax [32].

Formally, given a discrete probability distribution h, we
define the value hi as the probability of the predicted land-
mark locating at yi 2 R2. The expectation coordinate µ is
decoded by soft-Argmax:

µ = soft-Argmax(h) =
X

i

hiyi. (1)

Based on these predicted coordinates, we can use the
regression loss to learn the parameter of the model. The
regression loss can be viewed as a distance d(·) between
predicted coordinates µ and manual annotations yt. And
l1-distance, l2-distance, smooth-l1 distance, and Wing dis-
tance [18] are widely used. So, the regression loss can be
formulated as follows:

Lreg = d(yt � µ) = d(yt �
X

i

hiyi). (2)

The manual annotations suffer from the semantic ambi-
guity problem. As shown in the gray box of Figure 2, the
key to this problem lies in the regression loss.

4. Method
The semantic ambiguity problem degrades detection per-

formance considerably. To handle this problem, we design
a novel STAR loss, which is influenced by predicted distri-
bution. Specifically, STAR loss is encouraged to be small
when the predicted distribution is anisotropic. To represent
the shape of the predicted distribution, we first introduce a
customized PCA applied to the discrete probability distri-
bution. Then, we visualize the results of PCA computed on
the predicted distribution and discuss the relevance between
its first principal component and the semantic ambiguity.
Based on this, we present the STAR loss in detail, which
adaptively suppresses the prediction error in the first princi-
pal component direction to mitigate the impact of ambiguity
annotation during the training phase.

4.1. Anaysis of the Semantic Ambiguity
The PCA of Discrete Probability Distribution. We
first design a customized PCA applied to the discrete
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Figure 3. The visualization of the PCA results. The yellow and
blue arrows indicate the predicted discrete distribution’s first and
second principal components, respectively. The length of the ar-
row is the corresponding eigenvalues. We use the (�1/�2) to for-
mulate the ambiguity, which is represented by the shading of the
blue ellipse. (Best view in color.)

probability distribution, which is composed of two steps:
(1) Approximate the means and covariance matrix; (2)
Compute the eigen-decomposition of the covariance matrix.

STEP 1: similar to the weighted mean in Eq.(1), the
weighted covariance matrix is given by:

⌃b =

P
i hi(yi � µ)T (yi � µ)

V1
, (3)

where V1 =
P

i hi. To approximate more precisely, we de-
termine a correction factor to yield an unbiased estimator.
The correction factor is (1 � V2/V 2

1 ), where V2 =
P

i h
2
i .

So, the unbiased weighted estimate of the covariance ma-
trix, with Bessel’s correction, is given by Eq.(4). And we
commonly use ⌃ = ⌃ub.

⌃ub =

P
i hi(yi � µ)T (yi � µ)

V1 � (V2/V1)
. (4)

STEP 2: we compute the eigen-decomposition of co-
variance matrix, which can be formulated as below:

⌃ = V LV �1, (5)

where V =
⇥
v1, v2

⇤
2 R2⇥2 is the eigenvectors matrix, and

L = diag(�1,�2) 2 R2⇥2 is the corresponding eigenvalues
matrix. We refer (v1,�1) and (v2,�2) to represent the first
and second principal component, respectively.
Discussion of Relevance. In Figure 3, we visualize the
PCA results of predicted discrete probability distribution
(More visualization can be found in supplementary mate-
rials). On the one hand, a significant feature of the contour
landmarks is that their first principal component is along
with the face contour. Meanwhile, as discussed above,
the ambiguity direction for the contour landmarks is also
along with the face contour. That is, for landmarks with an

anisotropic predicted distribution, the first principal compo-
nent direction is highly consistent with their ambiguity di-
rection. On the other hand, we visualize the elliptical eccen-
tricity (�1/�2) by the shading of blue. Compared with the
near-white eye corner, the color of the contour point is blue.
It indicates that eccentricity is higher when the ambiguity is
more severe. We further infer that the corresponding energy
can represent the ambiguity intensity. Because the energy
indicates the variance along with the corresponding direc-
tion of the principal component. Meanwhile, the high vari-
ance in an anisotropic predicted distribution mainly results
from inconsistent annotation caused by semantic ambiguity.
Based on these two observations, we introduce STAR loss.

4.2. STAR Loss
The proposed STAR loss belongs to a self-adaptive am-

biguity reduction regression loss. And we realize it by an
ambiguity-guided decomposition. Meanwhile, we propose
two kinds of eigenvalue restriction methods to avoid STAR
loss decrease abnormally.
Ambiguity-guided Decomposition. Following the moti-
vations above, STAR loss decomposes the prediction error
into the two principal component directions and divides by
the corresponding energy value to reduce ambiguity effect
self-adaptively. Thus, the STAR loss can be formulated as:

LSTAR(yt, µ, d) =
1p
�1

d(v1
T (yt � µ))

+
1p
�2

d(v2
T (yt � µ)),

(6)

where v1T and v2T project the prediction error (yt �µ) ac-
cording to ambiguity directions, �1 and �2 adaptively im-
poses constraint, and d denotes the distance function. Be-
cause the decomposition operation does not affect the er-
ror metric, STAR loss can be used with an arbitrary dis-
tance function and benefits from their improvement, such
as smooth-l1, Wing [18], Awing [45], etc.

Take an anisotropic distribution as an example where the
�1 is much larger than �2. The LSTAR results in a small
prediction error in the direction of the first principal com-
ponent v1. It makes the model pay less attention to the pre-
diction error in the diction of v1, which is mainly caused by
inconsistent manual annotation. As a result, with the help
of LSTAR, the detection model can mitigate the impact of
semantic ambiguity, leading to better convergence.
Eigenvalue Restriction. According to our experiments, we
find an abnormal increase of the eigenvalue �i that leads to
the model’s premature convergence. To solve this problem,
we consider the main reason is that the eigenvalue � is a
denominator in LSTAR. To minimize LSTAR, the model
tends to increase the eigenvalue �i. Therefore, we propose
two kinds of restriction on the eigenvalue to avoid LSTAR
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Figure 4. The NME results of different distance functions with varying input image resolution in WFLW. The blue and red lines indicate
the distance function without and with STAR loss, respectively.

decrease abnormally. The first one is a loss restriction term,
namely value restriction, which is formulated as below:

Lvalue =
�1 + �2

2
. (7)

It directly restricts the abnormal increase of the eigen-
value. On the other hand, we propose to detach the gradient
of eigenvalue and eigenvectors, namely detach restriction. It
cuts off the backpropagation from eigenvalue and eigenvec-
tors so that they act as constant values in STAR loss. Thus,
STAR loss could use them but not directly affect the shape
of the predicted distribution. The ablation study shows that
both restrictions help mitigate the abnormal increase prob-
lem. And we use the value restriction as the default setting
unless mentioned.

5. Experiments
First, we present the experiment settings, including train-

ing details, model setup, dataset, and evaluation metrics.
Second, we investigate the benefits of STAR loss with ex-
tensive experiments. Third, we discuss the relationship be-
tween STAR Loss and related works.

5.1. Experiment Settings
Data Augmentation. We use the same data augmentation
strategy in [21] for all experiments. The input image is gen-
erated in two steps: (1) Crop the face regions and resize
them into 256 ⇥ 256. (2) Perform augmentations with ran-
dom rotation (18�), random scaling (±10%), random crop
(±5%), random gray (20%), random blur (30%), random
occlusion (40%) and random horizontal flip (50%).
The Setup of Model. We use a four-stacked hourglass
model as the backbone. The recursive step in HG is set to 3.
Each hourglass module outputs a 64 ⇥ 64 feature map. We
follow the training strategy introduces in [21]. Specifically,
we employed an Adam optimizer and an initial learning rate
of 1 ⇥ 10�3. We train the model for 500 epochs and re-
duce the learning rate by 10 at each epoch of 200, 350, and
450. The model was trained on four GPUs (32GB NVIDIA
Tesla V100), where the batch size of each GPU is 16. We

also study some commonly used tricks that can further im-
prove the performance, such as Distribution Regularization
(DR) [32] and Anisotropic Attention Module (AAM) [21].
Datasets. We evaluate our method on three commonly
used public datasets including COFW [5], 300W [35],
WFLW [48]. Meanwhile, we use a video-based dataset,
300VW [7,37,42], to make a cross-dataset validation. In de-
tail, COFW contains 1,345 training images and 507 testing
images with 29 landmarks. 300W contains 3,148 training
images and 689 test images. All images are labeled with 68
landmarks. We use the common setting on 300-W, where
the test set is split into the common (554 images) and chal-
lenge (135 images) sets. WFLW is currently the most used
dataset in facial landmark detection, which contains 7,500
training images and 2,500 test images with 98 landmarks.
300VW: we use the test sets to validate the model trained
on 300W. It provides three test sets: Category-A (well-lit,
31 videos with 62,135 frames), Category-B (mild uncon-
strained, 19 videos with 32,805 videos), and Category-C
(challenging, 14 videos with 26,338 frames).
Evaluation Metrics. We use three commonly used evalua-
tion metrics: Normalized Mean Error (NME), Failure Rate
(FR), and Area Under Curve (AUC), to evaluate the land-
mark detection performance. Specifically, (1) NME: we
use the inter-ocular distance in 300W, WFLW dataset, and
the inter-pupils distance in COFW dataset for normaliza-
tion; (2) FR: we set the thresholds by 10% for WFLW; (3)
AUC: we set the thresholds by 10% for WFLW.

5.2. Accuracy Evaluation
We compared our STAR loss against 14 state-of-the-art

baselines (as reported in Table 1). We design two interesting
experiments on 300W, including within-dataset validation
and cross-dataset validation. First, the results of within-
dataset validation are shown in Table 1. Our method can
achieve state-of-the-art performance on all test sets. Primar-
ily, we have a 0.2 improvement in the challenge subset com-
pared with the state-of-the-art methods. Second, for cross-
dataset validation, the model is trained on 300W and eval-
uated on 300VW. Meanwhile, the results of cross-dataset
validation are shown in Table 2. We evaluate different dis-
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Method Backbone Param. WFLW-Full COFW 300W (NME)

(M) (NME) (FR10%) (AUC10%) (NME) Full Comm. Chal.

LAB [48] Hourglass 12.26 5.27 7.56 0.532 - 3.49 2.98 5.19
Wing [18] ResNet-50 25 4.99 6.00 0.550 5.44 - - -
DeCaFa [11] U-Net 10 4.62 4.84 0.563 - 3.39 2.93 5.26
HRNet [44] HRNet-W18 9.7 4.6 4.64 - - 3.32 2.87 5.15
Awing [45] Hourglass 25.1 4.36 2.84 0.572 4.94 3.07 2.72 4.52
AVS + SAN [33] ITN-CPM - 4.39 4.08 0.591 - 3.86 3.21 6.46
DAG [28] HRNet-W18 - 4.21 3.04 0.589 - 3.04 2.62 4.77
LUVLi [24] DU-Net - 4.37 3.12 0.577 - 3.23 2.76 5.16
ADNet [21] Hourglass 13.37 4.14 2.72 0.602 4.68 2.93 2.53 4.58
HIH [53] Hourglass 22.68 4.08 2.60 0.605 4.63 3.09 2.65 4.89
PIPNet [22] ResNet-101 45.7 4.31 - - - 3.19 2.78 4.89
SLPT [50] HRNet-W18C-lite 9.98 4.14 2.76 0.595 4.79 3.17 2.75 4.90
DTLD [25] ResNet-18 13.3 4.08 2.76 - - 2.96 2.59 4.50
RePFormer [26] ResNet-101 - 4.11 - - - 3.01 - -

Ours (smooth-l1 distance) Hourglass 13.37 4.02 2.32 0.605 4.62 2.87 2.52 4.32

Table 1. Comparing with state-of-the-art methods on COFW, 300W and WFLW. The best and second best results are marked in colors of
red and blue, respectively. We mainly report NME score on COFW, 300W, and WFLW. On WFLW, we also report the FR and AUC, whose
thresholds are both set to 10%.

wo./w. Category-A Category-B Category-C

l1 4.08/4.08 3.33/3.37 8.71/8.55
l2 4.16/3.96 3.48/3.35 8.44/8.27
smooth-l1 4.00/3.97 3.40/3.39 8.69/8.42

Table 2. The cross-dataset validations with different distance func-
tions. We train all modes on 300W with or without using STAR
loss, and we report the NME scores on 300VW.

tance functions combined with STAR loss. The results show
that our method achieves an average improvement of 0.2
in Category-C. Notably, the subset Category-C is the most
challenging one, where the video frames are blurred and
with strong occlusions. We observe a significant improve-
ment in the challenge test of both within-dataset and cross-
dataset validation, which verifies the effectiveness of our
method. Meanwhile, our method achieves state-of-the-art
performance in the COFW dataset.

The WFLW is a very challenging benchmark because
it contains many images under adverse conditions such as
pose, make-up, illumination, blur, and expression. We re-
port the results in Table 1, where our method still achieves
the best results. In detail, our STAR loss achieves an im-
provement of 0.06, 0.28 in NME, and FR10% metrics of the
full test set, respectively, when compared to the state-of-
the-art methods. Compared with the increase in COFW and
300-W datasets, the improvement achieved by STAR loss
in the WFLW dataset is sufficient. We conclude that STAR
loss has a better performance over a big dataset, i.e., the
proposed STAR loss will mitigate the effect of annotation

wo./w. l1 smooth-l1 l2 Wing

COFW

basic 5.00/4.76 5.02/4.78 5.59/4.89 4.94/4.79
+DR 4.78/4.70 4.76/4.70 5.06/4.73 4.76/4.67
+AAM 5.01/4.77 4.88/4.62 5.44/4.77 4.95/4.70

300W

basic 3.13/2.98 3.12/3.00 3.45/3.05 3.12/3.02
+DR 3.04/2.94 3.02/2.96 3.20/2.99 3.04/2.96
+AAM 2.97/2.89 2.93/2.87 3.08/2.91 2.93/2.88

WFLW

basic 4.35/4.16 4.34/4.17 4.79/4.31 4.32/4.17
+DR 4.17/4.13 4.18/4.10 4.29/4.21 4.18/4.12
+AAM 4.19/4.05 4.14/4.02 4.37/4.11 4.15/4.05

Table 3. The robustness analysis on COFW, 300W, and WFLW.
We report the NME score for basic model trained with or without
using our STAR loss. We also study the influence of two widely
used tricks, like DR and AAM.

error and benefit from the large amounts of noise data.

5.3. Ablation Study
Evaluation on Different Distance Functions. To inves-
tigate the effect of the distance function, we test the STAR
loss with the commonly used distance function, such as l1-
distance, l2 distance, smooth-l1 distance, and Wing dis-
tance [18] in COFW, 300W and WFLW dataset, respec-
tively. Note that the smooth-l1 distance used here is for-
mulated as below:

(
0.5
s (yt � µ)2, |yt � µ| < s

|yt � µ|� 0.5s, otherwise
, (8)
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Figure 5. Qualitative results of different distance functions w.o/w. STAR loss on WFLW dataset. Green and red points represent the
predicted and ground-truth points, respectively. The yellow circles indicate the clear failures, which are solved with the help of STAR loss.
(Best view in color and zoom in.)

where s is a threshold that is usually set as s = 0.01. We re-
fer to the regression loss defined in Eq.(2) as a baseline. The
results are shown in Table 3. Compared with the baseline,
STAR loss can achieve an average improvement of 0.34,
0.19, and 0.25 on COFW, 300W, and WFLW among differ-
ent distance functions, respectively, with negligible compu-
tational. Meanwhile, we find that STAR loss has a signifi-
cant effect when combined with l2-distance.

Moreover, we visualize the failure cases of different dis-
tance functions with and without STAR loss on WFLW
dataset. As shown in Figure 5, the results with STAR ex-
hibits better structural constraints. We infer that STAR
works as a label regularization, which helps the model avoid
over-fitting ambiguity annotation and pay more attention to
the relation between landmarks.
Evaluation on Different Distribution Normalization. We
evaluate our proposed STAR loss with different distribu-
tion normalizations, such as Distribution Regularization
(DR) [32] and Anisotropic Attention Module (AAM) [21].
DR is a stricter regularization that forces the heatmap to re-
semble a Gaussian distribution. AAM is an attention mod-
ule that learns a point-edge heatmap as an attention mask
and forces the heatmap to resemble a mixture of Gaussian
distribution and adjacent boundary [24] distribution. In DR,
we use Jensen-Shannon divergence as the divergence mea-
sure and set the Gaussian � equals to 1.0. Regarding AAM,
we follow the setting in paper [21].

In Table 3, both of them have a positive effect: (1) In
the WFLW dataset, STAR loss achieve an average improve-
ment of 0.07 and 0.16 on DR and AAM, respectively; (2)
In the COFW dataset, the improvement is 0.14 and 0.35,
respectively; (3) In the 300W dataset, the improvement is

w 1 2 3 5 10 20
NME 4.17 4.20 4.18 4.18 4.18 4.20

Table 4. The analysis of w. We report the NME scores for STAR
loss with smooth-l1 distance with the varying w on WFLW.

0.11 and 0.09, respectively; We observe that the AAM is
better suited to STAR loss because the boundary informa-
tion in AAM further helps. And the best results among the
three datasets are taken with the combination of smooth-l1
distance, AAM, and STAR loss, which refers to the default
model setup in accuracy evaluation. Notice that the model
used for visualization in Figure 1, and Figure 3 is trained
with the combination of L2 and DR.
Evaluation on Different Input Image Resolution. We in-
vestigate the influence of different input image resolutions
(64px, 128px, and 256px). The results are shown in Fig-
ure 4, STAR loss has a positive effect on all input image
resolution. Specifically, STAR loss can achieve an average
improvement of 0.20, 0.30, and 0.25 in 64px, 128px, and
256px among different distance functions, respectively. No-
tice that the baseline with STAR loss in 128px is equal to or
better than the baseline in 256px. It means that STAR loss is
not very sensitive to the input image size, which encourages
using STAR loss in a small model.
Evaluation on Different Restrictions. Firstly, we investi-
gate the value restriction and discuss the effect of its weight
w in STAR loss. As shown in Table 4, STAR loss is not
sensitive to w, and we choose w = 1 as the default setting
in our experiments. Then, we analyze the detach restric-
tion. As shown in Table 5, the restriction is essential, and
the effect of detach restriction is comparable with the value
restriction. This observation indicates that the improvement

15481



Figure 6. The variance distribution. We visualize the variance
statistic of five models trained under the same experimental setting
with and without STAR loss. The red and blue lines indicate the
corresponding mean value of l2 distance function with and without
STAR loss, respectively.

is mainly contributed by STAR loss but not the value re-
striction term.
Evaluation on Stability. We evaluate the effect of STAR
loss on stability. To quantitatively analyze the stability, we
design a toy experiment: 1) train N = 5 models under the
same experimental setting with and without STAR loss, re-
spectively; 2) count the variance of N models’ predictions
on the WFLW test set. As shown in Figure 6, the predic-
tions of models trained with our STAR loss distribute more
intensively within a small variance range. Meanwhile, the
mean value of prediction variances drops from 0.79 to 0.69.
It indicates that STAR loss does mitigate the impact of am-
biguous annotations and makes prediction more stable.

5.4. Discussion with Related Solutions

ADL v.s. STAR Loss. In ADNet [21], Huang et al. in-
troduce an Anisotropic Direction Loss (ADL), which im-
poses strong constraints in the normal direction and weak
constraints in the tangent direction for landmarks on the fa-
cial boundary. The normal direction is calculated by the
slope from its adjacent points, and the constraint strength
is a hyperparameter. We argue that the hand-crafted design
degrades its performance. Compared with it, STAR loss
estimates the direction and constraint weight via PCA of
heatmaps, which is a fine-grained and self-adaptive scheme.
Then, we replaced ADL with STAR in ADNet and adopted
the same setup for a fair comparison. As shown in Ta-
ble 6, STAR loss brings further improvements of 0.12, 0.28,
0.08, 0.07, 0.13, 0.11, 0.10 in NME in full WFLW and six
sub-categories, respectively. Besides, STAR is plug-and-
play for heatmap-based methods with an arbitrary number
of landmarks without extra direction computation design.
LUVLi Loss v.s. STAR Loss. LUVLi [24] introduces
an uncertainty-based loss (e.g., Gaussian Log-Likelihood
(GLL)) to facial landmark detection. The GLL consists of
a Mahalanobis distance and a regularization term. As dis-

WFLW basic +AAM
baseline 4.34 4.14
wo. restriction 4.60 4.61
w. value restriction 4.17 4.02
w. detach restriction 4.20 4.05

Table 5. The analysis of restriction method. We report the NME
scores for STAR loss (smooth-l1 distance) without and with dif-
ferent restriction methods on WFLW.

WFLW Full Pose Exp. Ill. Make. Occl. Blur
ADL [21] 4.14 6.96 4.38 4.09 4.05 5.06 4.79
STAR 4.02 6.76 4.27 3.97 3.84 4.80 4.58

Table 6. The comparison between ADL and STAR loss.

cussed in Sec. 5.3, the value restriction is unnecessary for
STAR loss. So, we mainly compare the Mahalanobis dis-
tance with LSTAR by a toy experiment: replace LSTAR

with Mahalanobis distance and adopt the same setup for
a fair comparison. The experiment shows that replacing
LSTAR with Mahalanobis can take 4.32 in NME in WFLW.
However, our LSTAR takes 4.17, which has a further 0.15
NME improvement in WFLW. So, compared with LUVLi,
STAR is lighter and better: 1) propose the heatmap-based
covariance estimation, simplifying model structure; 2) de-
sign the loss function from the perspective of ambiguity re-
duction, thus achieving significant performance gain.

6. Conclusion

We study the semantic ambiguity problem in facial land-
mark detection and propose a self-adaptive ambiguity re-
duction method, STAR loss. We first observe that the pre-
dicted distribution can represent semantic ambiguity. Then
we use PCA to indicate the character of the predicted dis-
tribution and indirectly formulate the direction and intensity
of semantic ambiguity. Based on this, STAR loss adaptively
suppresses the prediction error in the ambiguity direction
to mitigate the impact of ambiguity annotation in training.
With the help of STAR loss, our method achieves state-of-
the-art performance on three benchmarks.
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