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Abstract

Federated Learning (FL) is a distributed learning
scheme to train a shared model across clients. One com-
mon and fundamental challenge in FL is that the sets of data
across clients could be non-identically distributed and have
different sizes. Personalized Federated Learning (PFL) at-
tempts to solve this challenge via locally adapted models.
In this work, we present a novel framework for PFL based
on hierarchical Bayesian modeling and variational infer-
ence. A global model is introduced as a latent variable to
augment the joint distribution of clients’ parameters and
capture the common trends of different clients, optimiza-
tion is derived based on the principle of maximizing the
marginal likelihood and conducted using variational expec-
tation maximization. Our algorithm gives rise to a closed-
form estimation of a confidence value which comprises the
uncertainty of clients’ parameters and local model devia-
tions from the global model. The confidence value is used to
weigh clients’ parameters in the aggregation stage and ad-
just the regularization effect of the global model. We evalu-
ate our method through extensive empirical studies on mul-
tiple datasets. Experimental results show that our approach
obtains competitive results under mild heterogeneous cir-
cumstances while significantly outperforming state-of-the-
art PFL frameworks in highly heterogeneous settings.

1. Introduction
Federated learning (FL) is a distributed learning frame-

work, in which clients optimize a shared model with their
local data and send back parameters after training, and a
central server aggregates locally updated models to obtain
a global model that it re-distributes to clients [24]. FL
is expected to address privacy concerns and to exploit the
computational resources of a large number of edge devices.
Despite these strengths, there are several challenges in the
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application of FL. One of them is the statistical hetero-
geneity of client data sets since in practice clients’ data
correlate with local environments and deviate from each
other [13,18,19]. The most common types of heterogeneity
are defined as:

Label distribution skew. Let J be the number of clients
and the data distribution of client j be Pj(x, y) and rewrite
it as Pj(x|y)Pj(y), two kinds of non-identical scenarios
can be identified. One of them is label distribution skew,
that is, the label distributions {Pj(y)}Jj=1 are varying in
different clients but the conditional generating distributions
{Pj(x|y)}Jj=1 are assumed to be the same. This could hap-
pen when certain types of data are underrepresented in the
local environment.

Label concept drift. Another common type of non-IID
scenario is label concept drift, in which the label distribu-
tions {Pj(y)}Jj=1 are the same but the conditional generat-
ing distributions {Pj(x|y)}Jj=1 are different across different
clients. This could happen when features of the same type
of data differ across clients and correlates with their envi-
ronments, e.g. the Labrador Retriever (most popular dog in
the United States) and the Border Collie (most popular dog
in Europe) look different, thus the dog pictures taken by the
clients in these two areas contain label concept drift.

Data quantity disparity. Additionally, clients may pos-
sess different amounts of data. Such data quantity disparity
can lead to inconsistent uncertainties of the locally updated
models and heterogeneity in the number of local updates. In
practice, the amount of data could span a large range across
clients, for example large hospitals usually have many more
medical records than clinics. In particular, data quantity dis-
tributions often exhibit that large datasets are concentrated
in a few locations, whereas a large amount of data is scat-
tered across many locations with small dataset sizes [11,32].

It has been proven that if federated averaging (FedAvg
[24]) is applied, the aforementioned heterogeneity will slow
down the convergence of the global model and in some
cases leads to arbitrary deviation from the optimum [19,33].
Several works have been proposed to alleviate this prob-
lem [4,18,33]. Another stream of work is personalized fed-
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Figure 1. An overview of our confidence-aware PFL framework.

erated learning (PFL) [5, 7, 30, 31, 40], which trains mul-
tiple local models instead of a single global model. Most
PFL frameworks still construct and optimize a shared model
which serves as a constraint or initialization for the per-
sonalization of local models. In the theoretical analysis of
most existing PFL frameworks, the un-weighted average of
clients’ model parameters is used as the shared model, how-
ever, to obtain better empirical results, a weighted average is
usually used and the weights depend on the local data size.
This inconsistency indicates a more principled method is
needed to optimize the shared model.

To achieve this, we present a novel Bayesian framework
through the lens of a hierarchical latent variable model. In
this framework, a latent shared model manages to capture
the common trend across local models, and local models
adapt to individual environments based on the prior infor-
mation provided by the shared model. In particular, we as-
sume a conditional Gaussian distribution and use variational
expectation maximization to optimize the Bayesian models,
such that a closed-form solution for the shared model op-
timization w.r.t. clients’ confidence values can be derived.
The confidence value1 is inversely proportional to the sum
of the variance of variational approximation (uncertainty)
and squared difference between the mean and the shared
model (model deviation). Therefore a low confidence value
indicates a high uncertainty or model deviation, and natu-
rally the contribution of this local model to the shared model
is considered to be low. An illustration of the proposed
confidence-aware PFL framework is presented in Figure 1.

Additionally, most previous works are solely evaluated
under the label distribution skew scenario, in this work we
also investigate label concept drift. As far as we know, there
are only few works [23, 27] considering label concept drift
in the setting of PFL. We believe that this scenario is more
challenging than label distribution skew, since the condi-

1The confidence value is called precision in statistics.

tional data distribution from the same label in label distri-
bution skew is the same across different clients. In label
concept drift there can be high discrepancy between local
data distributions, indicating higher heterogeneity.

Paper organization. Necessary background and notation
that will be used in this paper are given in the next section.
Section 3 presents the theoretical analysis of the proposed
framework and the implementation of our algorithm is pro-
vided in Section 4. Experimental results are presented in
Section 5. Related works are discussed in Section 6. Fi-
nally, we conclude in Section 7.

2. Problem Formulation
In FL a central server orchestrates clients to learn a

global objective and the goal is to minimize:

min
w∈Rd

f(w;D) :=
1

J

J∑
j=1

fj(w;Dj), (1)

where J is the number of clients, Dj is the set of data avail-
able in client j, and fj(w;Dj) is the empirical average loss
function of the j-th client:

fj(w;Dj) =
1

nj

nj∑
i=1

l(x
(j)
i , y

(j)
i ;w), (2)

where (x
(j)
i , y

(j)
i ) ∈ Dj is one data point of client j,

l(·, ·;w) is the loss function using parameters w and nj :=
|Dj | is the number of data points on the j-th client. Cer-
tainly, if {Dj}J1 are non-identically distributed, w cannot
be optimal for all clients. Instead of using a single global
model as in FL, in PFL we aim to solve the composed opti-
mization problem:

min
w1:J∈Rd

f(w1:J ;D) :=
1

J

J∑
j=1

fj(wj ;Dj), (3)

where w1:J is a shorthand for the set of parameters
{w1, · · · ,wJ} and wj is the personalized parameter for the
j-th client.

3. Confidence-aware Personalized Federated
Learning

In this section, firstly we propose a general Bayesian
framework for PFL. Then we derive the optimization
methods based on Variational Expectation Maximiza-
tion (VEM). We therefore name our proposed approach
pFedVEM. We will see that our variational Bayes approach
enables the clients to estimate confidence values for their lo-
cal training results, which automatically adjust the weights
in the model aggregation and the strengths of regularization.
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3.1. Hierarchical Bayesian modeling

To develop a Bayesian framework, we need to obtain
a posterior distribution for parameters which we are inter-
ested in. Once we have the posterior distribution, any de-
ductive reasoning can be conducted. In the context of PFL,
the target is the posterior distribution p(wj |Dj) of wj for
any client j. The most easy way to obtain p(wj |Dj) is by
performing Bayesian inference locally. Given a weak prior
p(wj), the disadvantage of this approach is the variance of
p(wj |Dj) could be high if the data quantity |Dj | on client j
is limited. However in the context of Bayesian networks, a
weak prior is almost unavoidable [34].

Another way to understand this is, since all clients are
running similar tasks, D{1,··· ,J}\j should be able to pro-
vide information to form the posterior of wj . In a dis-
tributed learning scheme like FL, the j-th client has no ac-
cess to D{1,··· ,J}\j and it is impossible to obtain the pos-
terior p(wj |D) directly. To overcome this restriction, we
introduce a latent variable w such that all w1:J depend
on w and w captures the correlations between different
clients. We slightly abuse the notation of w which denotes
the global model in Section 2 as the latent variable can also
act as a global model fitted on the complete data distribution
in our approach. The relation between w and w1:J implies
conditional independence between clients:

p(wi|w)p(wj |w) = p(wi,wj |w). (4)

The conditional distribution p(wj |w) enables client’s mod-
els w1:J to be specialized in individual environments based
on the common trend carried by the latent variable w. We
now turn to obtain the augmented posterior distribution of
{w,w1:J}. Using Bayes’ rule, the posterior is proportional
to the product of the prior and the likelihood function:

p(w,w1:J |D) ∝ p(w,w1:J)p(D|w,w1:J)

4
= p(w)

J∏
j=1

p(wj |w) exp (−njfj(wj ;Dj)) ,

where p(w) is the prior distribution of the latent variable,
fj(wj ;Dj) is defined in Equation (2) and is proportional
to the negative of the data log-likelihood on client j. From
the above augmented joint distribution, we see the introduc-
tion of the latent variable w enables complicated communi-
cation across clients. The marginalized joint distribution
p(w1:J |D) =

∫
p(w,w1:J |D)dw can thus be flexible.

3.2. Variational expectation maximization

Before an update scheme for {w,w1:J} can be derived,
it is necessary to specify the concrete forms for the con-
ditional density p(wj |w). In this work, we assume an
isotropic Gaussian conditional prior p(wj |w) = N (wj |
w, ρ2jI), where ρ2j is the variance of this distribution. A

Gaussian conditional implies all clients’ parameters are
close to this latent variable w, which is a reasonable as-
sumption since all clients are running similar tasks. Ad-
ditionally, this enables a closed form for updating w. In
Section 5, it will be shown that the isotropic Gaussian as-
sumption works well in practice.

Maximizing the marginal likelihood. One way to op-
timize the proposed Bayesian model is Maximum a Pos-
terior Probability (MAP) which seeks a maximizer to the
unnormalized posterior, the overall optimization is efficient
and easy to implement. However, for MAP the assumption
p(wj |w) = N (wj | w, ρ2jI) gives rise to a group of hyper-
parameters ρ1:J , which is hard to set. The point estimation
of wj can also be unreliable. To address these issues, we
introduce factorized variational approximation q(w1:J) :=∏J

j=1 qj(wj) to the true posterior distribution p(w1:J |D).
In this work, the axis-aligned multivariate Gaussian is used
as the variational family, that is, qj(wj) = N (wj | µj ,Σj)
and Σ is a diagonal matrix. To optimize these approxima-
tions {qj(wj)}Jj=1, we maximize the evidence lower bound
(ELBO) of the marginal likelihood:

ELBO(q(w1:J) , ρ
2
1:J ,w) (5)

=

J∑
j=1

Eq(wj)[log p(Dj |wj)]−KL[q(wj) ∥ p(wj |w, ρ2j )].

The above ELBO can be maximized using VEM through
blockwise coordinate descent. First, to obtain the varia-
tional approximations q(w1:J), for the j-th client we only
need to use Dj and maximize:

Eq(wj)[log p(Dj |wj)]−KL[q(wj) ∥ p(wj |w, ρ2j )] (6)

Then after these local approximations have been formed,
the server attempts to optimize the ELBO in Equation (5)
by updating the latent variable w using the client’s updated
variational parameters. Simplifying Equation (5) w.r.t. w
and ρ1:J , we derive the objective function for server:

ELBO(ρ21:J ,w)

=

J∑
j=1

Eq(wj)[log p(Dj ,wj)]− Eq(wj)[log q(wj)]

∝
J∑

j=1

Eq(wj)[log p(Dj |wj ,w) + log p(wj |w, ρ2j )]

∝
J∑

j=1

Eq(wj)[log p(wj |w, ρ2j )]. (7)

The last line holds because log p(Dj |wj ,w) =
log p(Dj |wj) by assumption and log p(Dj |wj) does
not depend on w and ρ21:J . Setting the first order
derivative of Equation (7) w.r.t. w and ρ21:J to be zero,
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we derive the closed-form solutions for these parame-
ters and we define the confidence value τj := 1/ρ2j :

Confidence value:

τj = d/(

Uncertainty︷ ︸︸ ︷
Tr(Σj) + ∥µj −w∥2︸ ︷︷ ︸

Model deviation

), (8)

Confidence-aware aggregation:

w∗ =

∑J
j=1 τjµj∑J
j=1 τj

; (9)

where d is the dimension of w, Tr(Σj) is the trace of
the variational variance-covariance parameter, which
represents the uncertainty of µj , and ∥µj −w∥2 represents
the model deviation induced by the heterogeneous data
distribution.

3.3. Advantages

From Equation (8) we see the proposed variational Bayes
approach pFedVEM enables the clients to estimate the con-
fidence values over their local training results, which in-
volve the derivation of a local model from the global model
and the uncertainty of the trained parameters, such that the
lower uncertainty and model deviation, the higher confi-
dence. Then in the aggregation (cf. Equation (9)), the server
will form a weighted average from the uploaded parameters
w.r.t. the corresponding confidence values.

Such confidence-aware aggregation has two advantages:
(i) a local model with lower uncertainty has a larger weight.
For a similar purpose, many previous works assign weights
based on the local data size. However, in the case that a
client has a large amount of duplicated or highly correlated
data, the uncertainty of our method would be less affected
and more accurate. (ii) A local model is weighted less if
it highly deviates from the global model. A large distance
between the local model and global model indicates that the
local data distribution differs a lot from the population dis-
tribution. Considering the model deviation will make the
aggregation more robust to outliers (e.g. clients with data
out of the bulk of the population distribution).

The confidence value also adjusts the regularization ef-
fect of the KL divergence term in Equation (6) during local
training. Armed with the isotropic Gaussian assumption,
we can now derive the closed form of that KL divergence
regularizer. Simplifying w.r.t. µj ,Σj :

KL[q(wj) ∥ p(wj |w, ρ2j )]

∝ −
∑
i

log σj,i + (Tr(Σj) + ∥µj −w∥2)τj/2

≥ −1

2
log Tr(Σj) +

τj
2
(Tr(Σj) + ∥µj −w∥2), (10)

where σ2
j,1:d is the diagonal of Σj and the last line is taken

according to Jensen’s inequality and convexity of the nega-
tive log function.

Based on Equation (10), we observe that the gradient of
µj w.r.t. this KL divergence, i.e. (µj −w)τj , is rescaled by
the confidence value τj such that: (i) in case a client has a
low uncertainty, e.g. the local data set is rich, the gradient
arising from the log likelihood in Equation (6) will be large,
while (µj −w)τj is also enlarged due to large τj , such that
the information of the global model can be conveyed to the
local model. (ii) If µj tends to be highly deviated from w,
the regularization effect will not blow up due to reduced τj ,
therefore better personalization can be achieved if data are
abundant and highly correlated to the local environments.

4. Algorithm Implementation
In this section, we discuss the implementation of our

approach, especially the technical difficulties of optimiz-
ing Equation (6) and present the algorithm of pFedVEM.

Numerical stability and reparametrization. To guar-
antee the non-negativity of Σ and improve the numerical
stability, we parameterize the Gaussian variational family
of the clients with (µ1:J ,π1:J) such that the standard devi-
ation of q(wj) is diag(log(1+ exp(πj))). Then in order to
conduct gradient descent, we instead sample from the nor-
mal distribution and implement for any client j:

q(wj) = µj + diag(log(1 + exp(πj))) · N (0, Id). (11)

Monte-Carlo approximation. Equation (6) contains the
expectation Eq(wj)[log p(Dj |wj)] which rarely has a closed
form. We therefore resort to Monte-Carlo (MC) estimation
to approximate its value, for K times MC sampling, the
objective becomes:

nj

K

K∑
k=1

fj(Dj ;wj,k)−KL[q(wj) ∥ p(wj |w, ρ2j )].

Head-base architecture. Empirically, we find the opti-
mization of q(wj) is more efficient using a head-base archi-
tecture design, which splits the entire network into a base
model and a head model. The former outputs a represen-
tation of the data and the latter is a linear classifier layer
following the base model. Such an architecture is also used
in non-Bayesian PFL frameworks [3,5]. We personalize the
head model with pFedVEM while letting the base model be
trained via FedAvg. Additionally, the computational de-
mand of pFedVEM is thus moderate compared with [40].
We do not exclude the possibility that using other feder-
ated optimization methods may obtain a better base model,
but as we will show in Section 5, equipping pFedVEM with
FedAvg already gives significantly improved results, so we
leave other combinations for future work.
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Algorithm 1 pFedVEM: PFL via Variational Expectation
Maximization

Server input: T , w0, θ0, s
Client input: µ0

1:J , Σ0
1:J , R, K, η

1: for t = 0 to T − 1 do
2: Server executes:
3: for j = 1, . . . , J in parallel do
4: ClientUpdate(wt,θt)
5: Server selects a random subset of clients St from

binomial distribution B(J, s).
6: Each client j ∈ St sends its updated variational

parameters µt+1
j , τ tj and base model θt+1

j to the
server.

7: ▷ Server optimizes the latent variable ◁

8: wt+1 =
∑

j∈St
τt
jµ

t+1
j∑

j∈St
τt
j

9: ▷ Server optimizes the base model ◁

10: θt+1 =
∑

j∈St
njθ

t+1
j∑

j∈St
nj

11: ClientUpdate(wt,θt)
12: ▷ Client optimizes τj ◁
13: τ tj = d/(Tr(Σt+1

j ) + ∥µt+1
j −wt+1∥2)

14: ▷ SGD on µj ,Σj with R epochs, K sampling
times and learning rate η. ◁

15: (µt+1
j ,Σt+1

j ) ∈
argmin(µj ,Σj) Eq(wj)[log p(Dj |wj)]−
KL[q(wj) ∥ p(wj |wt, 1/τ tj ]

16: ▷ SGD on the base model using the hyperparam-
eters of FedAvg. ◁

17: θt+1
j ∈ argminθ Eq(wj)[f(Dj ;wj ,θ)]

Following [31, 40], at each communication round t, the
server broadcasts the latent variable wt and base model θt

to all clients and receives the updated variational parame-
ters and base models from a subset St of clients. The up-
date of server parameters (w, τ1:J) depends on each other
(cf. Equation (8) and Equation (9)), we choose to update
w first and then τj , thus τj can be updated at the client
side after receiving the new w. During the local training,
clients first update the head model based on the latest base
model and then optimize the base model w.r.t. the updated
head model. It is worth noting that pFedVEM only adds
one more scalar (τj) to the communication message besides
the model parameters, thus the communication cost is al-
most unchanged. We summarize the optimization steps of
pFedVEM in Algorithm 1.

5. Experiments

In this section we validate the performance of our ap-
proach pFedVEM when clients’ data are statistically het-
erogeneous, i.e. label distribution skew and label concept
drift. We also investigate data quantity disparity as in-

troduced in Section 1. Additionally, we study a case of
feature distribution skew (a mixture of label distribution
skew and label concept drift), the results are given in Ap-
pendix E.3. We compare our approach with the following
FL frameworks: (1) FedAvg [24], (2) FedProx [18], (3)
Scaffold [14], PFL frameworks: (4) FedPer [3], (5)
FedRep [5], (6) IFCA [9], (7) PerFedAvg [7], and PFL
frameoworks that also output a global model: (8) pFedME
[31], (9) pFedBayes [40], as well as the trivial local train-
ing scheme: (10) Local.

5.1. Experimental settings

To evaluate our method, we target image classifica-
tion problems. Most previous works evaluate on Fashion-
MNIST (FMNIST) [35] and CIFAR10 [15] datasets, with
which label distribution skew can be modeled such that
each client has a subset of all labels. We also consider
this setting and let each client have 5 out of 10 labels ran-
domly. Furthermore, we model label concept drift using
CIFAR100 [15] and SUN397 [36] datasets. These two hi-
erarchical datasets contain superclasses and subclasses (e.g.
subclass couch belongs to the superclass household furni-
ture). We set the classification task to be superclass predic-
tion. CIFAR100 has 20 superclasses and each superclass
has 5 subclasses. SUN397 has 3 superclasses and each su-
perclass has 50 subclasses.2 For each client, we first sam-
ple a random subclass from each superclass (1 out of 5 for
CIFAR100 and 1 out of 50 for SUN397), then the client’s
local data is chosen from this subclass, hence label concept
drift is induced. To model data quantity disparity, we ran-
domly split the training set into partitions of different sizes
by uniformly sampling slicing indices, and then distribute
one partition to each client. The strength of splitting com-
pared with sampling (without replacement) is that we can
use the full training set and local data size can span over a
wide range (the sampling range needs to be conservative,
otherwise we may run into an out-of-index problem). A
concrete example of such a data partition and the resulting
local data size distribution is detailed in Appendix A.

When running the experiments the number of communi-
cation rounds is set to be 100. We evaluate in all settings
the number of clients J ∈ {50, 100, 200}; the more clients
the more scattered is the training data. To model stragglers,
each client has a probability of 0.1 to send its parameters
back to the server at each round of communication. Follow-
ing [1, 31, 40], we consider a MLP with one hidden layer
for FMNIST and LeNet-like CNN [16] for CIFAR10. The
motivation of using small models in FL frameworks is that
a single edge device usually has very limited computing
power and memory. We devise a deeper CNN with 6 lay-

2SUN397 dataset is unbalanced so we sample 50 subclasses for each
superclass and 100 data points for each subclass. Data are split randomly
with 80% and 20% for training and testing. Images are resized to 64×64.
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Dataset Method
50 Clients 100 Clients 200 Clients

PM GM PM GM PM GM

FMNIST

Local 89.2± 0.1 − 87.5± 0.1 − 85.7± 0.1 −
FedAvg − 83.5± 0.4 − 85.4± 0.3 − 85.9± 0.2
FedProx − 84.8± 0.5 − 86.3 ± 0.2 − 86.5 ± 0.1
Scaffold − 85.6 ± 0.2 − 85.4± 0.1 − 84.6± 0.0
FedPer 91.4± 0.1 − 90.7± 0.1 − 89.7± 0.1 −
FedRep 91.5± 0.1 − 90.7± 0.1 − 89.9± 0.1 −
IFCA 84.1± 1.0 − 85.6± 0.2 − 86.1± 0.2 −

PerFedavg 88.7± 0.2 − 88.6± 0.1 − 88.3± 0.2 −
pFedME 91.9 ± 0.1 82.0± 0.7 91.4 ± 0.1 84.4± 0.6 90.6± 0.1 85.1± 0.1

pFedBayes 91.9 ± 0.1 83.5± 0.3 91.3± 0.1 84.2± 0.3 90.5± 0.1 84.4± 0.1
Ours 91.8± 0.1 83.9± 0.3 91.4 ± 0.1 85.6± 0.2 90.7 ± 0.1 86.2± 0.2

CIFAR10

Local 56.9± 0.1 − 52.1± 0.1 − 46.6± 0.1 −
FedAvg − 57.7± 0.9 − 59.4± 0.6 − 59.2± 0.3
FedProx − 58.0± 0.7 − 59.4± 0.5 − 59.1± 0.2
Scaffold − 60.4 ± 0.3 − 59.8± 0.2 − 55.4± 0.3
FedPer 72.7± 0.3 − 68.4± 0.4 − 63.4± 0.3 −
FedRep 71.4± 0.3 − 67.4± 0.4 − 62.8± 0.2 −
IFCA 59.4± 0.8 − 60.1± 0.5 − 59.5± 0.5 −

PerFedavg 62.9± 0.8 − 65.6± 0.8 − 64.2± 0.1 −
pFedME 72.3± 0.1 56.6± 1.0 71.4± 0.2 60.1 ± 0.3 68.5± 0.2 58.7± 0.2

pFedBayes 71.4± 0.3 52.0± 1.0 68.5± 0.3 53.2± 0.7 64.6± 0.2 51.4± 0.3
Ours 73.2 ± 0.2 56.0± 0.4 71.9 ± 0.1 60.1 ± 0.2 70.1 ± 0.3 59.4 ± 0.3

CIFAR100

Local 34.3± 0.2 − 27.6± 0.3 − 22.2± 0.2 −
FedAvg − 51.7± 0.5 − 49.4± 0.7 − 44.7± 0.5
FedProx − 48.4± 0.6 − 45.5± 0.5 − 42.4± 0.3
Scaffold − 47.2± 0.4 − 41.4± 0.7 − 30.0± 0.1
FedPer 49.7± 0.7 − 39.3± 0.7 − 30.6± 0.9 −
FedRep 50.9± 0.9 − 41.2± 0.6 − 30.5± 0.6 −
IFCA 51.9± 1.0 − 49.2± 0.7 − 44.9± 0.6 −

PerFedavg 52.1± 0.4 − 48.3± 0.5 − 40.1± 0.3 −
pFedME 52.5± 0.5 47.9± 0.5 47.6± 0.5 45.1± 0.3 41.6± 1.8 41.5± 1.6

pFedBayes 49.6± 0.3 42.5± 0.5 46.5± 0.2 41.3± 0.3 40.1± 0.3 37.4± 0.3
Ours 61.0 ± 0.4 52.8 ± 0.4 56.2 ± 0.4 52.3 ± 0.4 51.1 ± 0.6 49.2 ± 0.5

SUN397

Local 82.4± 0.9 − 72.0± 2.2 − 67.4± 1.4 −
FedAvg − 73.2± 0.1 − 72.6± 0.1 − 72.7± 0.4
FedProx − 73.7 ± 0.2 − 73.3± 0.4 − 70.8± 0.3
Scaffold − 69.5± 0.4 − 65.5± 0.4 − 59.9± 0.6
FedPer 88.4± 0.4 − 82.3± 0.2 − 80.0± 0.1 −
FedRep 87.8± 0.3 − 82.1± 1.2 − 79.6± 0.4 −
IFCA 72.5± 0.5 − 71.5± 0.5 − 68.0± 0.5 −

PerFedavg 76.5± 0.7 − 73.5± 0.6 − 72.4± 0.7 −
pFedME 89.6± 0.7 72.2± 0.7 82.8± 2.0 72.3± 0.6 82.9± 1.1 73.0± 1.5

pFedBayes 83.7± 0.7 66.1± 1.0 77.4± 2.0 65.4± 0.6 74.6± 0.3 64.2± 0.4
Ours 91.1 ± 0.2 73.3± 0.4 86.6 ± 1.2 74.1 ± 0.7 84.5 ± 0.5 74.3 ± 0.8

Table 1. Average test accuracy of PMs and test accuracy of GM (% ± SEM) over 50, 100, 200 clients on FMNIST, CIFAR10, CIFAR100
and SUN397. Best result is in bold.

ers for CIFAR100 and SUN397 as the tasks on these two
datasets are more complex. We illustrate the network archi-
tectures in Appendix B.

For experiments on each dataset, we search for hy-

perparameters with the number of clients J = 100 and
use these hyperparameters for the other two cases J =
{50, 200}. For pFedVEM we search for the learning
rate η ∈ {0.01, 0.001, 0.0001}, initial variance ρ21:J ∈
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(a) Client = 50 (b) Client = 100

Figure 2. Test accuracy vs. local data size over 50, 100 clients on CIFAR100.

{1, 0.1, 0.01} and client training epochs R ∈ {5, 10, 20},
MC sampling is fixed to 5 times. The optimization method
is set to full-batch gradient descent, so we do not need
to tune on the batch-size. We extensively search for the
baselines’ hyperparameters including learning rate, epochs,
batch-size and special factors depending on the frameworks.
Tables with respective hyperparameters and corresponding
searching ranges are presented in Appendix C.

We evaluate both a personalized model (PM) and global
model (GM). PMs are evaluated with test data correspond-
ing to the respective labels (for label distribution skew) or
subclasses (for label concept drift) the clients have, while
GM is evaluated on the complete test set. All experiments
have been repeated for five times using the same group of
five random seeds which are used for data generation, pa-
rameter initialization and client sampling. We report the
mean and its standard error (SEM). All experiments are
conducted on a cluster within the same container environ-
ment.

5.2. Results

Overall performance. We first present the average of
PMs’ test accuracy along with the GM’s test accuracy which
are two typical evaluation values of PFL and FL frame-
works. As shown in Table 1, pFedVEM is competitive on
FMNIST and obtains better PMs on CIFAR10 and SUN397,
while it’s PMs and GM on CIFAR100 significantly out-
perform the baselines. Based on the model statistics es-
timated by pFedVEM (see Appendix D) we observe that
when trained on CIFAR100 local models and confidence
values are more scattered, which indicates that pFedVEM is
more robust and capable at handling high statistical hetero-
geneity. We also presents the plots of accuracy vs. commu-
nication rounds to compare the convergence rate of different
approaches in Appendix E.1.

Additionally, Bayesian neural networks (BNNs) are
known for their exceptional performance when data is

scarce [40]. This is because BNNs deal with probability
distributions instead of point estimates, and the prior dis-
tribution over the weights serves as a natural regularizer.
So far, we have compared pFedVEM to baselines using
the full training datasets. To demonstrate the advantage
of pFedVEM with limited data, we examine two cases: (i)
the accuracy of the 10% of clients with the smallest local
datasets, (ii) a smaller total number of training samples |D|
over all clients. The results are provided in Appendix E.2.

Accuracy vs. local data quantity. FL is a collaboration
framework. To attract more clients joining in the collabo-
ration, we need to provide sufficient incentive. Utility gain
is a major motivation, which we define as the gap of lo-
cal model performance between local and federated train-
ing. Although average accuracy of PMs in Table 1 reflects
the overall utility gain of a federated group, it is deficient
in characterizing the utility gain of individual clients, espe-
cially considering the utility gain could vary for clients with
relatively more or less local data in a federated group. To
investigate this, we plot the accuracy over individual data
size on CIFAR100 with 50 and 100 clients (see Figure 2).
Comparing PFL frameworks with Local, we observe: (1)
Generally, clients with relatively fewer data can gain more
by joining a collaboration. (2) FedRep is good at support-
ing clients with relatively larger amounts of data, but tends
to ignore small clients. (3) pFedBayes and pFedME can
train small clients well, but big clients may not gain or
even lose performance by joining these two frameworks,
perhaps due to the strong constraint to the global model
for a better overall performance. (4) Clients with different
data sizes benefit from our confidence-aware PFL frame-
work pFedVEM.

Ablation study. We also conduct ablation studies to un-
derstand the two terms uncertainty and model deviation in
the confidence value of Equation (8) by retaining only the

24548



Method Hetero. Homo.

pFedVEM 61.0± 0.4 49.4± 0.2
Uncertainty 59.9± 0.2 49.2± 0.2

Mean Diff. (%) −1.1 −0.2

Table 2. Test accuracy (% ± SEM) of pFedVEM and Uncertainty
over 50 clients on CIFAR100. Each client has data of 1 out of 5
subclass (Hetero.) or all 5 subclasses (Homo.) per superclass.

Method Random Equal

pFedVEM 61.0± 0.4 60.7± 0.3
Model deviation 60.0± 0.4 60.4± 0.2

Mean Diff. (%) −1.0 −0.3

Table 3. Test accuracy (% ± SEM) of pFedVEM and Model de-
viation over 50 clients on CIFAR100. Clients have different local
data sizes (Random) or the same amount of local data (Equal).

uncertainty term or the model deviation term and evaluate
the resulting methods. Based on the results, we see the Un-
certainty only method loses more performance when data
are non-indentically distributed, indicating that model devi-
ation is helpful when local models tend to deviate from each
other (see Table 2). The Model deviation only method loses
more performance when clients have different data sizes, in-
dicating that uncertainty estimation is important under data
quantity disparity (see Table 3). Nevertheless, both abla-
tion methods perform worse than pFedVEM under different
circumstances.

6. Related Works

Federated learning. Since the introduction of the first FL
framework FedAvg [24] which optimizes the global model
by weighted averaging client updates that come from local
SGD, many methods [10, 18, 26, 33] have been proposed to
improve it from different perspectives. FedNova [33] nor-
malizes the client updates before aggregation to address the
objective inconsistency induced by heterogeneous number
of updates across clients. FedProx [18] adds a proximal
term to the local objective to alleviate the problem of both
systems and statistical heterogeneity. Scaffold [14] uses
variance reduction to correct for the client-drift in local up-
dates. IFCA [9] partitioned clients into clusters. FedBE [4]
and BNFed [37] take the Bayesian inference perspective to
make the model aggregation more effective or communica-
tion efficient. In particular, a Gaussian distribution is em-
pirically proven to work well on fitting the local model dis-
tribution [4]. FedPA [2] shows there is an equivalence be-
tween the Bayesian inference of the posterior mode and the

federated optimization under the uniform prior. [21] views
the federated optimization as a hierarchical latent model and
shows that FedAvg is a specific instance under this view-
point. Both works indicate a Bayesian framework is general
in modeling federated optimization problems.

Personalized federated learning. One fundamental chal-
lenge in FL is statistical heterogeneity of clients’ data [13].
Many of the FL frameworks described above are devel-
oped to prevent the global model from diverging under this
problem, while another way to cope with this issue is to
learn a personalized model per client [1, 3, 6, 17, 22, 29–
31]. FedPer [3] introduces a personalization layer (head
model) for each client, while all clients share a base model
to learn a representation. FedLG [20] and FedRep [5] re-
fine such head-base architecture by optimizing the repre-
sentation learning. Inspired by the Model-Agnostic Meta-
Learning (MAML) framework, PerFedAvg [7] propose
to learn a initial shared model such that clients can eas-
ily adapt to their local data with a few steps of SGD.
pFedHN [29] use a hypernetwork to generate a set of
personalized models. Several works attempt to find the
clients with higher correlation and strengthen their collab-
oration [23, 30, 38, 39]. pFedMe [31] introduces bi-level
optimization by using the Moreau envelope to regularize a
client’s loss function. Similar to our work, pFedBayes
[40] uses Bayesian variational inference and also assumes a
Gaussian distribution. However, they develop a framework
with a fixed variance for all the local models’ prior distri-
bution and therefore do not obtain the personalized confi-
dence value involving the model deviation and uncertainty
as pFedVEM does.

7. Conclusion
In this paper, we addressed the problem of personalized

federated learning under different types of heterogeneity,
including label distribution skew as well as label concept
drift and proposed a general framework for PFL via hierar-
chical Bayesian modeling. To optimize the global model,
our method presents a principled way to aggregate the up-
dated local models via variational expectation maximiza-
tion. Our framework optimizes the local model using varia-
tional inference and the KL divergence acts as a regularizer
to prevent the local model diverge too far away from the
global model. Through extensive experiments under differ-
ent heterogeneous settings, we show our proposed method
pFedVEM yields consistently superior performance to main
competing frameworks on a range of different datasets.
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Mixture of Global and Local Models. arXiv:2002.05516 [cs,
math, stat], Feb. 2021. 8

[11] Patrick Heidorn. Shedding light on the dark data in the long
tail of science. Library Trends, 57:280–299, 09 2008. 1

[12] J.J. Hull. A database for handwritten text recognition re-
search. IEEE Transactions on Pattern Analysis and Machine
Intelligence, 16(5):550–554, 1994. 15

[13] Peter Kairouz, H. Brendan McMahan, Brendan Avent,
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