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Abstract

Our everyday lives are filled with occlusions that we
strive to see through. By aggregating desired background
information from different viewpoints, we can easily elim-
inate such occlusions without any external occlusion-free
supervision. Though several occlusion removal methods
have been proposed to empower machine vision systems
with such ability, their performances are still unsatisfactory
due to reliance on external supervision. We propose a
novel method for occlusion removal by directly building
a mapping between position and viewing angles and the
corresponding occlusion-free scene details leveraging Neu-
ral Radiance Fields (NeRF). We also develop an effective
scheme to jointly optimize camera parameters and scene
reconstruction when occlusions are present. An additional
depth constraint is applied to supervise the entire optimiza-
tion without labeled external data for training. The exper-
imental results on existing and newly collected datasets
validate the effectiveness of our method. Our project page:
https://freebutuselesssoul.github.io/occnerf.

1. Introduction
Neural Radiance Fields (NeRF) are capable of learning

the scene representation implicitly from a set of 2D images,
yet not every scene is favored by observers. Many unde-
sirable occlusions in our world obscure details that are es-
sential to our understanding of the world. In general, such
obstructions range from water droplets and scribbles on a
piece of glass, to fences or any objects occluding the de-
sired scenes (e.g., a statue closer to the camera in a land-
mark scene). How to apply computational methods to ex-
clude them from the scene representation is of great interest.

Occlusion removal (e.g., [29]) is the direct solution to
achieve this goal. However, explicit occlusion removal may
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oversmooth essential details necessary for clearly observ-
ing the desired background scenes. In addition, current
methods mainly depend on external occlusion-free super-
vision (e.g., fence removal [4], raindrop removal [22]) to
develop the reliable capability in removing certain types of
occlusions. Once encountering a new scenario with unseen
occlusion types beyond their training data, these methods
might show degraded performances. To handle more di-
verse types of occlusions, generic constraints from multiple
viewpoints are widely adopted [4, 10, 12, 14, 19, 27, 29] via
mimicking our human vision systems, who can easily piece
together the desired background scenes by looking at them
from different viewpoints. But the majority of these meth-
ods just consider viewpoints as a prior in relation to spatial
correlations. Their backbones still rely on external train-
ing data with corresponding ground truth for optimization,
which still does not fundamentally alleviate the difficulty of
handling diverse occlusions in the real world.

An occlusion-free world can be progressively aggregated
by seeing its occluded part from different viewing directions
to reveal occlusions previously unobservable in each sin-
gle perspective, as illustrated in the left part of Fig. 1 (the
fan is occluded in the target view). Since NeRF [18] em-
ploys an implicit representation to map viewpoints to pix-
els, one may come to the naive solution of directly con-
structing a NeRF which is optimized across multiple view-
points. However, the vanilla NeRF [18] representing the
scene as a whole is not able to treat occlusion and back-
ground scenes distinctively, and as long as the occlusion
remains static, NeRF is designed to faithfully reconstruct
its presence. Meanwhile, many NeRF variants can de-
compose the whole scene into different components (e.g.,
NeRF-W [17], Ha-NeRF [3], NeRFReN [7]), but they can-
not handle the real-world static occlusions. This is because
NeRF-W [17] and Ha-NeRF [3] rely on the inconsistency
of undesired components across different views to achieve
such separation, which is difficult to be observed in a con-
tinuous 3D world. On the other hand, NeRFReN [7] only
works in separating the transmission and reflection compo-
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nents caused by semi-transparent planar glass, which is in-
capable of handling opaque occlusions in the real world.

Another problem comes from NeRF’s reliance on cam-
era parameters pre-computed by COLMAP [23], be-
cause handcrafted features extracted and matched using
COLMAP [23] are for the whole scene, and are inca-
pable in distinguishing between undesired occlusions and
the desired background. When the features from occlu-
sion dominate the matching process, the obtained camera
parameters cannot faithfully model the spatial correlation
of background scenes across multiple viewpoints. Besides,
COLMAP [23] is not a stable option for pose estimation in
the real world [28]. The existence of occlusions may pre-
vent it from working properly, making the occlusion-free
scene representation infeasible.

In this paper, we aim at seeing through the occluded
scenes by developing an occlusion-free scene representa-
tion without considering specific occlusion types, based on
which we can render any occlusion-free images from de-
sired viewpoints. Our method first maps viewing angles
and their corresponding scene details by leveraging NeRF.
We then introduce a depth constraint to probe the occluded
areas by measuring the depth of occlusion and background,
by assuming that occlusions are always in the foreground
with closer distance. During the scene modeling process, a
pose refinement scheme is further introduced to refine the
camera pose with the features of the background scene. As
outlined in Fig. 1, our pipeline contains three modules to
achieve the above goals: 1) a scene reconstruction module
to represent the whole scene using NeRF (with occlusions),
2) a cost volume construction module to gather information
from neighboring views as guidance (to indicate where oc-
clusions are), and 3) a selective supervision scheme to con-
strain another NeRF on the desired background information
(occlusions removed), and our contributions can be summa-
rized as follows:

• an occlusion-free representation without relying on
any external prior as supervisory knowledge;

• a joint optimization of pose refinement and scene re-
construction by effective multi-view feature fusion;

• a selective supervision scheme to probe the occluded
areas guided by the scene depth information.

Based on the experiments with a dataset containing diverse
types of occlusions, the proposed method can eliminate oc-
clusions including scribbles and water droplets on a piece
of glass, fences, and even irregular-shaped statues without
relying on any external supervisions.

2. Related Work
2.1. NeRF and its variants

NeRF becomes a popular choice for implicit volumetric
scene representation [18]. By mapping the point and current

viewing direction to its color and density using a neural net-
work and a differentiable rendering scheme, it provides an
effective way to learn from multiple viewing angles. Such
ability has been explored to complement the missing depth
for grasping transparent objects [9]. Based on NeRF, a se-
ries of methods have been proposed to tackle the problems
like scene understanding [33] and reasoning [26]. Besides,
by considering specific physical priors, NeRF-based frame-
works also show promising performance in learning clear
representation from challenging scenarios [7,8,16]. Recent
NeRF variants can even reconstruct the scene from input
with various perturbations. For example, NeRF-W [17] and
Ha-NeRF [3] can separate the transient objects from the
whole scene. However, they target occlusions that are in-
consistent throughout the image set and become ineffective
when such occlusions remain static and consistent.

Since NeRF relies on pre-computed camera parameters
for scene representation, it fails when the pre-computation
is not feasible. Some methods (e.g., NeRF−− [28] and
BARF [13]) have been proposed to alleviate this issue by
optimizing the camera parameters along with the scene rep-
resentation. However, how to avoid the interference from
undesired scene during the camera parameter optimization
remains a problem to be solved.

2.2. Occlusion removal

Traditional methods in occlusion removal address this
problem by propagating neighboring pixels via anisotropic
diffusion [2] or solving differential equations [1]. Re-
cently, there are more approaches solving this problem in a
learning-based manner [11,34]. A recent trend is to employ
the edge information [21] or segmentation masks [24] as a
stronger prior to alleviate the ill-posedness of this problem.

Researchers in this area have been aware of the impor-
tance of removing occlusions from multiple viewpoints.
Traditional methods try to take the benefits of multiple
viewpoints by computing a disparity map [10], dense flow
field [29], or visual parallax [19]. Using a light field cam-
era that records the spatial and angular information of light
rays in the space is also helpful in removing occlusions
[25]. However, these methods also pose restrictions on
their inputs, such as using stereo image pairs [10], requir-
ing the background to be visible in at least one of the input
views [25, 29], or requesting obviously relative motion be-
tween occlusions and backgrounds [19]. It is also a recent
trend to apply deep learning in guiding network optimiza-
tion with fewer constraints on input. For example, some
methods seek to use the temporal information [4] or the op-
tical flow [14] from video frames to guide the occlusion-free
recovery process. However, these methods are confined to
small movements of the camera, partially due to the diffi-
culty in 3D scene representation.
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Figure 1. Pipeline of the proposed method. By taking the positional encoding [18] of position and viewing direction, the “scene MLP”
(colored in blue) models the scene with occlusion faithfully, and the “background MLP” (colored in green) models the background only.
To this end, a cost volume is constructed using images captured from neighboring reference views, guiding the joint optimization of scene
MLP and camera parameters, as we discuss in Sec. 4.1. To supervise the training of background MLP and remove occlusions, we propose
to aggregate the information from scene MLP about whether the output of background NeRF should be similar to the observed color, by
learning a supervision mask from the weights along the ray using a “mask MLP” (colored in amber), as explained in Sec. 4.2. The reference
and target views constitute the family of neighboring images whose features are warped to construct the cost volume.

3. Preliminary
Our goal is to generate an occlusion-free scene represen-

tation given a collection of N images I = {I1, I2, . . . , IN}
captured from N different viewpoints, where the i-th view-
point is defined by the extrinsic matrix [Ri|ti] and the cam-
era is defined by a shared intrinsic matrix K. Together they
form the camera matrices P = {P1,P2, . . . ,PN}, where
Pi = K[Ri|ti], as illustrated in the left part of Fig. 1.

As we follow the approach of NeRF [18], we briefly in-
troduce it in this section for self-contained purposes. NeRF
uses a neural network FΘ to construct a radiance field,
which maps the 3D coordinate of a point x = (x, y, z) and
viewing direction d = (θ, ϕ) into the point’s radiance color
c = (r, g, b) and density σ. Then, the volume rendering
scheme is applied to render an image. For each training im-
age and every pixel p = (u, v), a ray is emitted from the
camera position o at direction

di(u, v) = Ri

[
u−W/2

f
,−v −H/2

f
,−1

]⊤
, (1)

where W , H , and f are the width, height, and focal length
of the input image, respectively. Marching through the ray
r(t) = o+ td and aggregating the colors and densities pro-
vide us the final color

Îi(p) =

∫ tf

tn

T (t)σ(r(t))c(r(t),di)dt, (2)

where T (t) = exp(−
∫ t

tn
σ(r(s))ds) stands for the accu-

mulated transmittance along the ray, or intuitively, the prob-
ability of the emitted radiance of r(t) to reach the camera
without being blocked by points in between. tn and tf are
the far end and the near end of rendering respectively.

To make the integral tractable, points are sampled along
the ray, and Eq. (2) can be rewritten into

Îi(p) =

Ns∑
k

Tk(1− exp(−σkδk))c(rk,d), (3)

Tk = exp(−
k−1∑
j=1

σjδj). (4)

For the convenience of notation, σ(rk) is abbreviated to σk,
and δk is defined by tk+1 − tk; Ns is the number of points
sampled on the ray, rk = o + tkd denotes the position of
k-th sampling point, and tk refers to the depth of the k-th
sampling point seen from the target view.

NeRF optimizes the scene representation neural network
by minimizing the photometric loss L =

∑N
i=1 ∥Ii − Îi∥2,

which is simply the difference between input images I and
corresponding predicted images Î. The optimization pro-
cess can be formulated as:

Θ∗ = argmin
Θ

L(Î|I,P). (5)

Despite NeRF’s strong capability in representing a scene
from multiple viewpoints, the occlusions pose challenges to
it from two aspects: 1) How to selectively aggregate back-
ground information from multiple viewpoints and 2) how to
accurately estimate the camera pose of desired background
in a continuous space.

4. Proposed approach
We focus on how to address the two challenges above

when using NeRF to see through occlusion from multi-
ple viewpoints and our pipeline is illustrated in Fig. 1. In
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Sec. 4.1, we first describe our joint optimization framework
to accurately estimate the camera pose and reconstruct the
scene with occlusions using a scene MLP. Then, in Sec. 4.2,
we introduce how to selectively aggregate background in-
formation from multiple viewpoints based on the rectified
background pose using a mask MLP. Under the guidance
of mask MLP, we finally train a background MLP to recon-
struct occlusion-free scenes. Note that both the scene MLP
and the background MLP map the positional encoding of
position and viewing direction into color and density, as de-
scribed in Sec. 3.

4.1. Scene reconstruction with cost volume

NeRF and most of its variants use COLMAP [23] as a sil-
ver bullet to estimate camera poses for the scene representa-
tion, while COLMAP [23] is not an ideal setting for build-
ing an occlusion-free representation. The extracted local
features cannot be distinguished between undesired occlu-
sion and the desired background, so the matching process
can lead to an erroneous correspondence, or even directly
fail to estimate the camera parameters. Some recent works
try to address the dependency on COLMAP [23] by jointly
optimizing camera parameters and the neural radiance fields
with the photometric loss [28], achieving comparable per-
formance to COLMAP [23].

However, only using photometric loss does not solve the
fundamental problem, because during training, it only uses
one view at a time, namely the target view itself. This makes
the system ignorant of the 3D scene as a whole, and thus still
cannot tell occlusions from the desired background. Be-
sides, in the early stage of training when NeRF can hardly
output meaningful information, the photometric loss cannot
constrain camera extrinsics to converge to the correct rota-
tion and translation. This can lead to a sub-optimal solution.

To make our method aware of occlusions and back-
ground, we design a cost volume loss inspired by multi-
view stereo solutions [6, 30]. It encourages the system to
model the location corresponding to each pixel at the cor-
rect depth, by utilizing the feature consistency of the same
point seen from neighboring reference views. Next, we will
introduce how our cost volume loss is constructed.

Feature extraction. A 2D map Fi is extracted for every
input image Ii by using a pre-trained VGG-19 network η
as a feature encoder as Fi = η(Ii). For the convenience of
notation, we define Fi(p) as the feature vector at 2D loca-
tion p. When p falls off the grid, bilinear interpolation is
performed to acquire the feature vector. The extracted 2D
features represent local appearance, so intuitively the fea-
ture of the same point of interest across neighboring views
are assumed to be similar. On the other hand, if two fea-
ture vectors vary greatly, it is unlikely that they describe the
same area.

Feature volume construction. To construct a feature vol-
ume at the j-th viewpoint (target view), the image features
from neighboring reference views should be warped with
respect to the depth. The warping from the i-th view to the
j-th view can be formulated as a 3 × 3 matrix

Hij(z) = KRi(Id−
(R⊤

j tj −R⊤
i ti)n

⊤
j

z
·Rj)R

⊤
j K

−1,

(6)
where Id is the identity matrix, and nj is the principle axis
of the j-th view. This matrix describes a mapping that the
point at the 2D coordinate of p and the depth of z in warped
feature map corresponds to the point at Hij(z)p in the orig-
inal feature map. Applying the warping matrix to the feature
map Fi derives a family of warped image feature maps:

Fi,j,z(p) = Fi(Hij(z)p), (7)

which is warped from Fi, seen from the j-th view, and at
the depth of z.

We then construct a cost volume at the points which we
sample using the warped feature maps. Based on the intu-
ition that similar features mean more likelihood of the same
area, a large variance of warped features indicates that fea-
tures belonging to different areas are warped to the current
point. Thus, the variance metric can be used as a clue for
scene reconstruction as

Vj(u, v, z) = Vari(Fi,j,z([u, v, 1]
⊤)), (8)

where Vari(·) denotes the variance across M selected
neighboring views.

Joint optimization. To apply the cost volume as supervi-
sion for NeRF training, we consider the weight of the k-th
sampled point

Wk = Tk(1− exp(−σk)), (9)

which refers to the contribution of the point at rt to the
result Îj(u, v). We build the scene MLP to reconstruct
the scene with occlusion, to provide an intermediate scene
representation for further occlusion removal. For a high-
quality reconstruction, the scene MLP should be discour-
aged to assign the points that are inconsistent across neigh-
boring views with a large weight. Based on the observations
above, we construct the cost volume loss as

Lcost =
∑

p=(u,v)

Ns∑
i=1

Vj(u, v, ti)W (u, v, ti). (10)

Meanwhile, we also apply the self-consistency loss aim-
ing at scene reconstruction as

Lsc =
∑
p

∥Îi(p)− Ii(p)∥22. (11)
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So far, we have explained the design of scene reconstruc-
tion scheme where occlusions exist, including the key com-
ponent of cost volume, as depicted in the blue box of Fig. 1.
Together, they provide a more robust estimation of the scene
and the camera poses when occlusions are present.

4.2. Selective supervision scheme

Existing image-based occlusion removal methods [14,
27] can function properly when a large amount of labeled
data is available, by considering the occlusion removal as a
mapping from samples with occlusions to their occlusion-
free counterparts. Our method is grounded on a totally dif-
ferent underlying logic. By simulating human eyes to ob-
serve a specified scenes, our method can aggregate a con-
tinuous occlusion-free scene representation from different
viewpoints. Then, we can render any occlusion-free view-
points from this learned scene representation. Such mech-
anism enables a novel way to remove occlusion in an un-
supervised manner. The key problem then becomes how to
focus on the desired background only during scene aggre-
gation.

We achieve this goal based on an intuitive observation: a
majority of undesired occlusions always appear in the fore-
ground. However, directly applying depth as supervision is
not feasible, since the depth does not necessarily correlate
with the presence of occlusion. To this end, we propose to
use bidirectional depth inconsistency as a clue. If the ex-
pected ray termination depth seen from the camera and that
from the other end of the ray show great difference, the ray
should pass through some foreground occlusion. Note that
“termination” in rendering refers to the point that no point
behind it contributes to the rendered ray.This assumption
follows the physical law, and does not rely on any exter-
nal prior or excessive training data. Note that this prior is
opposite to the shell-shaped geometry assumption by NeR-
FReN [7], which assumes that the density along the ray
peaks out at the surface.

In implementing this, we design a mask MLP PΨ to pre-
dict the occluding likelihood P̃ (r) based on the weights
along the ray, formulated as:

P̃ (r) = PΨ

(
{Wk}Ns

k=1

)
. (12)

Based on the intuition discussed above, the mask MLP
is trained based on the bidirectional depth inconsistency.
The expected termination depth

Ð⇀
D and reversed termination

depth
↼Ð
D is defined by

Ð⇀
D(r) =

Ns∑
k=1

Wktk =

Ns∑
k=1

Tk(1− exp(−σkδk))tk, (13)

(a)
Ð⇀
D (b) ∆D (c) P

Figure 2. An illustration of the depth and mask used for selective
supervision (without losing generality, we show the example for
fence, and this applies to other types of occlusions as well): (a)
estimated depth (

Ð⇀
D) of the scene with occlusion, (b) the bidirec-

tional depth difference (∆D), and (c) the supervision mask (P ).
Note that the white regions in (c) denote the desired background
details that need supervision and undesired foreground occlusions
are marked in black. Please visit our project page for animated
results.

and

↼Ð
D(r) =

Ns∑
k=1

↼Ð
W ktk =

Ns∑
k=1

↼Ð
T k(1− exp(−σkδk))tk, (14)

respectively, where
↼Ð
T k = exp(−

∑
j>k σjδj) is the re-

versed accumulated transmittance. An example of
Ð⇀
D can

be found in Fig. 2(a). We train the mask MLP based
on the prior described before, that P (r) correlates with
∆D(r) =

↼Ð
D −

Ð⇀
D, by

Lmask = − cos({P (r)− α}r∈R, {∆D(r)−∆D}r∈R),
(15)

where R is the patch of rays for training, ∆D is the mean
value of ∆D across the entire input view, and cos(a,b) is
the cosine similarity between a and b. We show an example
of ∆D in Fig. 2(b). α is a pre-defined threshold for the bi-
nary classification of P̃ , deriving a binary supervision mask
P by

P (r) =

{
0, P̃ (r) < α

1, P̃ (r) ≥ α
. (16)

As shown in Fig. 2(c), the obtained binary mask P can
clearly distinguish the desired background to be kept and
the undesired occlusion to be removed.

We further train a background MLP which reconstructs
the scene belonging to the background only. Specifically,
we only supervise the rendered color of background MLP
to be similar to the input image in the background region
where P (r) = 1.

Lbg =
∑
p

∥∥∥((Î ′i(p)− Ii(p))⊙ P (r)
∥∥∥2
2

+
∑
p

∥∥∥(Ð⇀D′(r)−
Ð⇀
D(r))⊙ P (r)

∥∥∥
1
,

(17)

where Î ′i(p) and
Ð⇀
D′(r) denote the rendered color and ex-

pected ray termination depth of the background MLP.
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With background MLP holding the occlusion-free scene
representation and the scene MLP containing all the infor-
mation including occlusions, we have finally gathered all
the pieces of the puzzle.

4.3. Implementation details

We implement our method using PyTorch. The scene
MLP and the background MLP, each having 256 channels,
consist of 6 layers and 8 layers respectively, which predict
the colors and densities corresponding to the whole scene
and the background separately. The mask MLP is a 2-layer
MLP with 64 channels. When constructing cost volume,
M = 4 neighboring views are involved to calculate vari-
ance in Eq. (8). In the training phase, the scene MLP is
jointly optimized with camera parameters of each scene, af-
ter being trained coarsely to fit the scene from COLMAP
[23] camera pose or identity matrix initialization. All of
the trainable parameters are optimized per scene. We train
scene MLP for the first 20% of iterations, and then train the
system end-to-end.

On each iteration, we evenly sample 128 points along
each ray. A batch contains random 1024 pixels in one of
the images. We use the Adam optimizer with defaults val-
ues β1 = 0.999, β2 = 0.9, ϵ = 10−8, and a learning
rate 10−3 that decays following the cosine scheduler [15]
during the optimization. If initialized with identity matrix,
the model is trained for about 150K iterations. If a coarse
COLMAP [23] estimation is available, our model converges
after about 50K iterations.

5. Experiments
Dataset. To validate the effectiveness of our method, we
collect an evaluation dataset containing 10 different scenes,
covering various types of occlusions. The dataset not only
contains multiple sparse viewpoints of occlusion scenes col-
lected by ourselves, but also samples selected from existing
datasets [29,31], to increase the diversity from different cap-
turing conditions. Specifically, FENCE1, SCRIBBLE2 and
RAINDROP are adopted from [29], and WIRE2 is adopted
from [31]. The rest 6 of the scenes are captured by our-
selves using a Sony α7 III camera or an iPhone 12. For
easy reference, we name each set of data using the occlu-
sion type, as shown in Fig. 3.

For our newly captured samples, we take 20 to 60 images
with different poses for each scene, where 85% of the im-
ages are used for training our NeRF-based method, and the
rest 15% for testing. This is a commonly adopted setting
by many NeRF-based methods [7, 8, 18]. To facilitate the
quantitative evaluation, one of newly captured scene is with
ground truth, namely SCRIBBLE1. For this scene, we place
a piece of glass with scribbles between the desired back-
ground scene and the camera. Then, a multi-view sparse
image set is acquired by moving cameras in front of the

(a) FENCE1 (b) FENCE2 (c) FENCE3 (d) SCRIBBLE1(e) SCRIBBLE2

(f) SCRIBBLE3 (g) RAINDROP (h) STATUE (i) WIRE1 (j) WIRE2

Figure 3. From (a) to (j), we provide one sample image for each
scene in our evaluation dataset. The names of the scenes are listed
below the image indicating occlusion type.

glass. To obtain the ground truth for validation, we remove
the glass while taking the first and last view of the scene, so
that these two views can come with a ground truth.

(a) Vanilla NeRF [18]

(b) PWC-Net+NeRF [14, 18]

(c) Ha-NeRF [3]

(d) NeRF-W [17]

(e) Our method

Figure 4. Visual quality comparisons for occlusion removal. From
left to right, we show animated novel view synthesis on FENCE1,
STATUE, and WIRE1. From (a) to (e), we show results obtained
by (a) vanilla NeRF [18], (b) PWC-Net + NeRF [14, 18], (c) Ha-
NeRF [3], (d) NeRF-W [17], and (e) our method. Please visit
our project page for animated results. Some results show stronger
variation over the animation due to failure in extracting consistent
background.

Baselines. To our knowledge, there is no similar work that
construct an occlusion-free scene based on NeRF represen-
tation. We design three baselines for comparison by con-
sidering both the contributions from occlusion removal and
NeRF to verify our performance advantage. 1) A state-of-
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Table 1. Quantitative comparison results. ↑ (↓) indicates larger
(smaller) values are better, and bold font indicates the best results.

Method PSNR↑ SSIM↑ LPIPS↓
PWC-Net+NeRF [14, 18] 18.25 0.79 0.45
NeRF-W [17] 11.06 0.45 0.61
Ha-NeRF [3] 15.41 0.70 0.41
Proposed 19.39 0.83 0.37

(a) (b) (c)

(d) (e) (f)

Figure 5. Visual quality comparisons for occlusion removal on
SCRIBBLE1 scene. (a) is one image in the validation set with oc-
clusion and (f) is ground truth of this view) with results from:
(b) results obtained by Ha-NeRF [3], (c) results obtained by
NeRF-W [17], (d) results obtained by occlusion removal [14] +
NeRF [18], and (e) our method.

the-art occlusion removal method for image sequences or
videos (referred to as PWC-Net [14] based on the main pil-
lar of the work) + NeRF [18]: In this setting, PWC-Net [14]
serves as a pre-processing tool to eliminate occlusion before
training the NeRF [18]. 2) NeRF-W [17]: This is a method
designed for separating a complete scene into two compo-
nents. 3) Ha-NeRF [3]: This is another method that de-
composes the scenes into distinct parts. We compare those
settings with our method on our evaluation dataset, as listed
in Fig. 3. For fairness of comparison, we evenly sample 128
points along the ray without applying importance sampling.
We also keep the trainable parameters in each baseline ap-
proximately the same with the proposed method.

Evaluation methodology. We conduct both qualitative
and quantitative evaluations on our dataset. For quantita-
tive evaluation, we compare reconstruction quality of the
estimated occlusion-free images for viewpoints with corre-
sponding ground truth by PSNR, SSIM, and LPIPS [32].

5.1. Qualitative evaluation

The qualitative results of the rendered novel occlusion-
free views are presented in Figs. 4 and 5. In Fig. 4, we use
the scenes of FENCE1, STATUE and WIRE1 in our dataset to
show that our method can reliably reconstruct novel back-
ground views, and it works no matter whether the occlu-
sions cover a large area or have an irregular shape. In Fig. 5,
we take one frame in SCRIBBLE1 with ground truth to show

(a) (b) (c)

Figure 6. Visual quality comparisons for occlusion removal on
RAINDROP scene, with results from (a) an image-based rain-
drop removal method [22], (b) an image-based occlusion removal
method [14], and (c) our method. Our method outperforms the
baselines in the highlighted red boxes.

the fidelity of our results.
PWC-Net + NeRF [14,18] only achieves comparable re-

sults in FENCE1 where the occlusions are regularly shaped,
but shows poor artifacts on unseen types of occlusions, such
as the irregularly-shaped STATUE and WIRE1, as shown in
Fig. 4(b). This shows their reliance on training data. Be-
sides, the occlusion removal method can lead to an over-
smoothing issue which undermines the reconstruction accu-
racy. Meanwhile, the results from Ha-NeRF [3] and NeRF-
W [17] in Figs. 4(c) and 4(d) either shows degenerated de-
tails or still preserves occlusions, which verifies our claim
that they cannot handle the consistent occlusions observed
in a continuous image sequence. The results from our
method in Fig. 4(e) clearly remove these occlusions with
different shapes and distributions.

Our method relies on an accurate separation between
foreground and background, but the assumption may be vi-
olated if obstructions are semi-transparent. We conduct ex-
periments on the RAINDROP scene in our validation dataset
to evaluate the robustness of our method under such sce-
nario. With the results displayed in Fig. 6, our method
can also effectively remove the raindrop in this example. It
achieves competitive or even better results in some regions
when compared with a method specifically designed for
raindrop removal [22] as well as PWC-Net [14] designed
to remove occlusions including raindrop.

5.2. Quantitative evaluation

The quantitative results of the occlusion-free novel view
in Tab. 1 validate the observation in Figs. 4 and 5. Higher
PSNR values show that our method can render occlusion-
free novel views and recover the color information with
higher accuracy. Higher SSIM values indicate that our
method can preserve the structural information with high-
frequency details. Lower LPIPS values show that recovered
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Table 2. Ablation study results aggregated by the types of occlusions. We compare the rendered results of the scene MLP with NeRF [18]
using COLMAP [23] as camera parameter estimation and NeRF−− [28] initialized with COLMAP camera parameters.

Metrics PSNR ↑ / SSIM ↑ / LPIPS↓
Method COLMAP [23] NeRF−− [28] Scene MLP

Dataset

FENCE{1,2,3} 24.01 / 0.73 / 0.38 18.67 / 0.54 / 0.51 25.46 / 0.72 / 0.35
SCRIBBLE{1,2,3} 22.70 / 0.78 / 0.31 17.98 / 0.52 / 0.46 23.85 / 0.84 / 0.34

WIRES{1,2} 26.21 / 0.93 / 0.20 22.28 / 0.88 / 0.25 34.44 / 0.95 / 0.23
RAINDROP 27.69 / 0.87 / 0.26 27.78 / 0.83 / 0.25 28.69 / 0.86 / 0.25

STATUE 27.53 / 0.84 / 0.33 18.49 / 0.56 / 0.49 27.08 / 0.80 / 0.37

images by our method better aligns with human perception.

5.3. Ablation Study

Our method consists of two major components: joint op-
timization for pose refinement and a selective supervision
strategy to eliminate occlusions. Since the selective super-
vision scheme largely bases on the intermediate information
of scene reconstruction MLP, a high-quality reconstruction
of the scene with occlusion is crucial to our performance.

In the ablation study, we first replace pose refinement
with COLMAP [23]. From the results shown in Fig. 7(b),
the occlusions largely remain, because the fixed erroneous
camera parameters makes distinguishing scene components
from scene MLP infeasible.

We also explore the results without the selective super-
vision scheme, while maintaining pose refinement, namely
only output of the scene MLP. In this setting, our method
cannot remove occlusions, but it can reconstruct the scene
containing occlusions with a high fidelity, as shown in
Fig. 7(c). It can also reconstruct the scene with higher fi-
delity than NeRF based on COLMAP [23], as shown quan-
titatively in Tab. 2. Our complete model shows the best
results for majority of scenes in our dataset.

(a) (b) (c)

Figure 7. Visual comparisons for the ablation study on the FENCE1
scene with results from: (a) our complete method, (b) the method
without joint optimization, and (c) the method without selective
supervisions. Please visit our project page for animated results.

6. Conclusions
In this paper, grounded on Neural Radiance Fields, we

construct an occlusion-free scene representation, which is
capable of rendering occlusion-free images with desired
viewpoints. By directly using the viewpoints as a part of
the input, our method is able to aggregate occluded details

(a) (b) (c)

Figure 8. A failure scene of the proposed method, when reflection
is present as occlusion. (a) input sample, (b) results of the scene
MLP, (c) failed reflection removal with the background MLP.

from multiple viewpoints without relying on any external
guidance. We propose a pose refinement scheme to ensure
robust training when the camera poses cannot be accurately
estimated by COLMAP [23]. To focus on modeling of de-
sired background scenes within a specific viewpoint, we
further introduce a depth constraint to probe the occluded
areas by measuring the depth of occlusion and background.
Experimental results show that our method is capable of
achieving promising results under a variety of scenarios.

Limitations. Despite the promising performance of our
proposed method, several limitations are still to be ad-
dressed in our future study. First, our method clearly as-
sumes the undesired layers are in the foreground. It can-
not disambiguate the cases where details from different lay-
ers are intertwined, such as scenes with reflection, which
is especially challenging due to its semi-transparency and
widespread presence. We show a failure case of the pro-
posed method in a scene with reflection as occlusion in
Fig. 8. Besides, since several variants of NeRF have been
proposed for faster convergence and more accurate recon-
struction [5,20], advanced NeRF variants may boost the per-
formance of the proposed method. In addition, we also hope
to reduce the number of images required for joint optimiza-
tion of camera parameters and NeRF in our future work.
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