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Abstract

Visual Place Recognition (VPR) estimates the location of query images by matching them with images in a reference database. Conventional methods generally adopt aggregated CNN features for global retrieval and RANSAC-based geometric verification for reranking. However, RANSAC only employs geometric information but ignores other possible information that could be useful for reranking, e.g., local feature correlations, and attention values. In this paper, we propose a unified place recognition framework that handles both retrieval and reranking with a novel transformer model, named \(R^2\)Former. The proposed reranking module takes feature correlation, attention value, and xy coordinates into account, and learns to determine whether the image pair is from the same location. The whole pipeline is end-to-end trainable and the reranking module alone can also be adopted on other CNN or transformer backbones as a generic component. Remarkably, \(R^2\)Former significantly outperforms state-of-the-art methods on major VPR datasets with much less inference time and memory consumption. It also achieves the state-of-the-art on the hold-out MSLS challenge set and could serve as a simple yet strong solution for real-world large-scale applications. Experiments also show vision transformer tokens are comparable and sometimes better than CNN local features on local matching. The code is released at https://github.com/Jeff-Zilence/R2Former.

1. Introduction

Visual Place Recognition (VPR) aims to localize query images from unknown locations by matching them with a set of reference images from known locations. It has great potential for robotics [47], navigation [41], autonomous driving [9], augmented reality (AR) applications. Previous works [26, 53] generally formulate VPR as a retrieval problem with two stages, i.e., global retrieval, and reranking. The global retrieval stage usually applies aggregation methods (e.g., NetVLAD [3] and GeM [43]) on top of CNN (Convolutional Neural Network) to retrieve top candidates from a large reference database. While some works [3, 6] only adopt global retrieval, current state-of-the-art methods [26, 53] conduct reranking (i.e., geometric verification with RANSAC [19]) on the top-k (e.g., \(k = 100\)) candidates to further confirm the matches, typically leading to a significant performance boost. However, geometric information is not the only information that could be useful for reranking, and task-relevant information could be learned with a data-driven module to further boost performance. Besides, the current reranking process requires a relatively large inference time and memory footprint (typically over 1s and 1MB per image), which cannot scale to real-world applications with large QPS (Queries Per Second) and reference database (> 1M images).

Recently vision transformer [17] has achieved significant performance on a wide range of vision tasks, and has been shown to have a high potential for VPR [53] (Sec. 2).
However, the predominant local features [26, 53] are still based on CNN backbones, due to the built-in feature locality with limited receptive fields. Although vision transformer [17] considers each patch as an input token and naturally encodes local information, the local information might be overwritten with global information by the strong global correlation between all tokens in every layer. Therefore, it is still unclear how vision transformer tokens perform in local matching as compared to CNN local features in this field.

In this paper, we integrate the global retrieval and reranking into one unified framework employing only transformers (Fig. 1), abbreviated as \( R^2 \)Former, which is simple, efficient, and effective. The global retrieval is tackled based on the class token without additional aggregation modules [3, 43] and the other image tokens are adopted as local features. Different from geometric verification which focuses on geometric information between local feature pairs, we feed the correlation between the tokens (local features) of a pair of images, xy coordinates of tokens, and their attention information to transformer modules, so that the module can learn task-relevant information that could be useful for reranking. The global retrieval and reranking parts can be either trained in an end-to-end manner or tuned alternatively with a more stable convergence. The proposed reranking module can also be adopted on other CNN or transformer backbones, and our comparison shows that vision transformer tokens are comparable to CNN local features in terms of reranking performance (Table 6).

Without bells and whistles, the proposed method outperforms both retrieval-only and retrieval+reranking state-of-the-art methods on a wide range of VPR datasets. The proposed method follows a very efficient design and applies linear layers for dimension reduction: \( i.e. \) only 256 and 500 × 131 for global and local feature dimensions and only 32 for transformer dimension of reranking module, thus is significantly faster (\( > 4.7 \times \) QPS) with much less (\( < 22\% \)) memory consumption than previous methods [26, 53]. Both the global and local features are extracted from the same backbone model only once, and the reranking of top-k candidates is finished with only one forward pass by computing the reranking scores of all candidate pairs in parallel within one batch. The reranking speed can be further boosted by parallel computing on multiple GPUs with \( > 20 \times \) speedup over previous methods [26, 53]. We demonstrate that the proposed reranking module also learns to focus on good local matches like RANSAC [19]. We summarize our contributions as follows:

- A unified retrieval and reranking framework for place recognition employing pure transformers, which demonstrates that vision transformer tokens are comparable and sometimes better than CNN local features in terms of reranking or local matching.
- A novel transformer-based reranking module that learns to attend to the correlation of informative local feature pairs. It can be combined with either CNN or transformer backbones with better performance and efficiency than other reranking methods, \( e.g. \) RANSAC.
- Extensive experiments showing state-of-the-art performance on a wide range of place recognition datasets with significantly less (\( < 22\% \)) inference latency and memory consumption than previous reranking-based methods.

2. Related Work

Visual Place Recognition. Visual place recognition (VPR) [2, 21, 38, 39, 47, 58, 60] is traditionally addressed with nearest neighbor search on aggregated [28] hand-crafted features [12, 37]. The current predominant methods [3–6, 26, 53] are based on CNN [27, 46] feature extractors with trainable aggregation layer, \( e.g. \) NetVLAD [3], CRN [30], or light-weighted pooling layer, \( e.g. \) GeM [43], R-MAC [24]. Numerous works [7, 20, 22, 23, 34, 54, 55] follow NetVLAD [3] to further improve the global representation for retrieval. Recently, Berton [6] \( et \) \( al. \) introduce a benchmark for VPR and implement a wide range of global-retrieval-based methods in the same framework. CosPlace [4] \( et \) \( al. \) propose an extremely large dataset and formulate the problem differently as classification using orientation information.

In addition to global retrieval, recent state-of-the-art VPR methods [26, 53] apply reranking on the top retrieved candidates. Patch-NetVLAD [26] adopts NetVLAD [3] model as their backbone for global retrieval and applies RANSAC [19] based geometric verification on multi-scale patch descriptors. TransVPR [53] adds multiple transformer layers on the top of CNN backbones to extract both global and local features. An additional attention module is then deployed to select important local features as the input of RANSAC [19]. Other local matching methods from related tasks, \( e.g. \) SuperGlue [15, 44] and DELG [10], are also evaluated for VPR. However, they both have a lower accuracy with a much slower inference speed [53]. Recently, there are several recent learning-based reranking methods from related tasks, \( e.g. \) landmark matching [31, 48] and local matching [29]. While they either fail to generalize [31, 48] on VPR (Table 4) or have a very different problem setting [29], \( i.e. \) computing point-to-point correspondence between two given images without global retrieval. To summarize, current state-of-the-art VPR methods rely on RANSAC, and methods from related tasks do not generalize well when directly applied to VPR. Our method takes one step forward to integrate retrieval and reranking into one unified VPR framework with pure transformers.

Vision Transformer. Transformer [52] is first proposed for NLP (Natural Language Processing) tasks as a generic architecture without inductive bias. It is recently introduced to vision tasks as vision transformer [17] (ViT) by simply considering each image patch as a token. The vanilla ViT
3.1. Problem Formulation and Training Objective

Partial negative mining [6] is conducted to select the hardest negative samples from a random subset. We denote the global embedding features of query, positive samples, and negative samples as $E_q$, $E_p$, $E_n$, and the global retrieval loss is trained with margin triplet loss:

$$\mathcal{L}_{\text{retrieval}} = \max(||E_q - E_p||^2 - ||E_q - E_n||^2 + m, 0).$$  \hspace{1cm} (1)$$

Here $||.||^2$ denotes squared L2 norm and $m$ is the margin.

The reranking module takes the local features of two images as input and generates two-logit scores $L$ as the output of a binary classification, representing the likelihoods for True or False matches. We feed both positive and negative query-reference pairs to the reranking module during training and the cross entropy (CE) loss is formulated as:

$$\mathcal{L}_{\text{reranking}} = CE(\text{Softmax}(L_{qr}), 1_{qr}).$$  \hspace{1cm} (2)$$

$L$ and $1$ denote the logit scores and ground-truth labels for the query-reference pairs. Although the partial negative mining [6] is shown to perform better than full negative mining for global retrieval in [6], the objective of the reranking module is to distinguish top-k retrieved candidates which are harder than partial negative samples [6].

To make sure the reranking module sees top-k hardest samples during training, we first freeze the global retrieval module and train the reranking module with randomly selected negative samples from the top-k hardest samples of the full database. The retrieval and reranking modules are then fine-tuned together with partial negative mining for better performance. Details are provided in Sec. 4.2.
3.2. Global Retrieval Module

We describe the components of our vision transformer backbone for VPR and how the final global/local features are generated. As shown in Fig. 2, the query and reference images share the same backbone transformer encoder and there is no additional aggregation [3, 43] or key-point [15] extraction module for global and local feature generation. In other words, all the features and intermediate data are directly generated using only transformers.

**ViT for Place Recognition.** An input image $I \in \mathbb{R}^{h \times w \times c}$ is first divided into small $p \times p$ patches ($p = 16$ by default) and converted into a number of tokens $T \in \mathbb{R}^{n \times d}$ by linear projection as the input of transformer encoders. Here $n, d$ denote the number and dimension of tokens, and $h, w, c$ denote the height, width, and number of channels in input images. In addition to the $n$ patch tokens, ViT [17] adds an additional learnable class token to aggregate classification information from each layer, which serves as a simple alternative for feature aggregation. Then we adopt the learnable position embedding $PE \in \mathbb{R}^{(n+1) \times d}$ from ViT [17] and add it to each token to provide positional information. Different from previous work [6] using the fixed training resolution of ViT [17], we conduct 2D interpolation on the positional embedding so that the input resolution can be arbitrary and we use the most widely used resolution (640 × 480) for our method.

**Global Attention.** On the bottom right of Fig. 2, we provide the detailed inner architecture of the transformer encoder, which has $L$ cascaded basic transformer layers. The key component is the multi-head attention module, which adopts three linear projections to convert the input token into query, key and value, denoted as $Q, K, V$ with dimension $d$. The basic attention is computed as $\text{softmax}(QK^T/d)V$ ($T$ means transpose), and a multi-head attention module performs this attention procedure in parallel for multiple heads with their final outputs concatenated. The multi-head attention module can model stronger global correlation than CNN with a limited receptive field, which helps information aggregation for global representation. However, it might reduce the locality of each token which could be harmful to local matching. On the contrary, we leverage the natural attention map within our transformer module and only save a fixed number of local features (e.g. 500) with top attention values, resulting in a much lower memory cost and simpler extraction pipeline.

The $(n + 1) \times (n + 1)$ attention matrix of the last transformer layer in Fig. 3 is formulated as $\text{softmax}(QK^T/d)$ in Sec. 3.2. It represents the contribution from each input token to each output token. Since the output class (CLS) token is the only one that connects to the global embedding feature, the CLS token output channel of the matrix ($(n + 1)$-dimensional vector for $n$ patches and CLS token) represents the contribution from input tokens to the global feature, which corresponds to the importance of each patch. We reshape the $n$-dimensional vector corresponding to $n$ patches as $h/p \times w/p$ attention map to sort all the tokens and we select the top-500 tokens that are likely to cover the informative regions (bottom right of Fig. 3). The attention value and x,y coordinates are saved along with each local feature, resulting in $128 + 3 = 131$ dimensions.

3.3. Reranking Transformer Module

We describe the attention-based local feature selection and the workflow inside our reranking transformer module.

**Attention-based Selection.** For large-scale scenarios, local features occupy the majority of memory, thus reducing the number of local features is important for real-world deployment. Previous works [3, 26, 53] usually use 640 × 480 as image resolution, resulting in 1200 patch tokens. However, only a small portion of them are informative to determine the location of the image, e.g. buildings, trees, roads, etc. Previous works either leverage all the local features from multiple scales [26] or adopt additional modules [53] to generate attention maps, which filter local features with a certain threshold during local matching. On the contrary, we leverage the natural attention map within our transformer module and only save a fixed number of local features (e.g. 500) with top attention values, resulting in a much lower memory cost and simpler extraction pipeline.

Figure 3. Illustration of attention generation and token selection.

**Dimension Reduction.** We feed the output class token from the last transformer layer into a linear layer to generate the global feature with only 256 dimensions. The local features are generated by applying a linear head on the output patch tokens of the penultimate transformer layer and the dimension is reduced to 128 to achieve a small memory consumption. Both global and local features are L2 normalized after reduction. The dimension reduction ensures a much smaller (Table 3) total feature dimensions than previous reranking-based methods.
Correlation-based Reranking. RANSAC-based [19] geometric verification only leverages the top-1 matched pairs for all local features, but ignores other important information that could be useful for reranking, i.e., the correlation, and attention value. Local feature pairs with higher correlation/similarity have higher probabilities to be correct local matches, and an image pair with more correct local matches is more likely to represent the same place. Also, high attention values of the local patches could indicate the importance of the local feature pairs. Therefore, our reranking module is designed to maintain the correlation, attention, and positional information for all the local feature pairs in a correlation matrix, resulting in 7 dimensions (Fig. 2) denoted as \((x, y, A, x', y', A', S)\). \(x, y, x', y'\) denote the coordinates of the two patches in the query and reference images. \(A, A'\) denotes the attention values of the two patches. \(S\) is the cosine similarity between the 128-dimensional local features. Since each image has 500 selected features/tokens, there are \(500 \times 500\) pairs, resulting in a \(500 \times 500 \times 7\) correlation matrix. The correlation matrix contains the major information for all the feature pairs and allows the model to learn whatever is useful to determine whether the two images are from the same location.

To reduce the computation, we select the 5 nearest neighbors of each token in the feature space to produce two \(500 \times 5 \times 7\) matrices, as the other feature pairs with large distances are likely to be wrong matches. They are concatenated together and fed to a linear layer, resulting in a \(1000 \times 5 \times 32\) matrix. We then leverage the strong global correlation modeling of transformer [52] to aggregate the large matrix as a reranking score to determine whether the input pair is a correct match. First, we adopt “Transformer Block-1” to extract important information from the top-5 pairs as one output class token. Then “Transformer Block-2” extracts the information from the top 1000 tokens as a single 32-dimensional vector (the class token). The two transformer blocks are multiple transformer layers with linear projection and standard Sinusoidal positional embedding [52]. Finally, the vector is converted into 2 channels by a linear head as a binary classification (i.e. True vs False).

4. Experiment
4.1. Datasets and Evaluation Metrics
We train our model on MSLS (Mapillary Street-Level Sequences) [55] dataset, which covers a wide range of real-world scenarios for VPR, e.g., different cities, viewpoint variation, day/night, and season changes. The performance in urban scenarios (e.g., Pitts30k [50], Tokyo24/7 [49]) can be further improved by finetuning on Pitts30k. For evaluation, we use standard train/val/test split [6, 26, 53, 55] on major datasets, including MSLS Val [55], MSLS Challenge [55], Pitts30k [50], Tokyo 24/7 [49], R-SF (Revisited San Francisco) [6, 11, 33, 45], St Lucia [40]. The MSLS Challenge [55] is a hold-out set whose labels are not released, but researchers can submit the predictions on their challenge server to get the performance. For the other datasets with location labels, we follow previous works [6, 26, 53] to use 25 meters as the threshold for correct localization and report recall@k \((k=1, 5, 10)\) as evaluation metrics. We also report detailed computational costs, including inference time for extraction/retrieval/matching, feature dimensions, GFLOPs, and memory footprint (Table 3).

4.2. Implementation Details
The proposed method is implemented using PyTorch [42]. The models are trained on 8 Tesla-V100 GPUs. All images are resized to \(640 \times 480\) for training and evaluation. The reranking is conducted on top-100 candidates and we set margin \(m = 0.1\). We use ViT-S [17] (12 layers with 384 dimensions) architecture as our default backbone and the module is initialized with off-the-shelf pre-trained weights [51] on ImageNet-1k [14]. The transformers in the reranking module use a small dimension of 32 with only 2 and 6 layers for Transformer Block-1 and Block-2 respectively, thus resulting in a very small computational cost.

The global retrieval and the reranking module can be trained jointly in an end-to-end manner, but we train them separately (Sec. 3.1) by default to achieve a stable convergence and better accuracy. The global retrieval module is trained following common practice [6]. The reranking module is trained from scratch following the standard pipeline of training transformers, i.e., AdamW [36] optimizer with cosine learning rate schedule [35]. The initial learning rate is 0.0005 with 64 triplets per batch. Each triplet only samples one hard negative reference image which is randomly selected from the top-100 hardest samples from the MSLS training set of the corresponding query. Given that the global embedding features do not change during this stage, the global hard negative mining only needs to be conducted once and can be efficiently computed on GPU in 3 hours. We precompute the hard negative list of all queries for the training of the reranking module, which is more efficient than the full mining implementation of the VG benchmark [6]. The reranking module is trained for 50 epochs and we select the model with the highest recall@5 on the validation set. The global retrieval and reranking module are then finetuned together with partial negative mining [6]. More details are included in supplementary material.

4.3. Comparison with State-of-the-art
In this section, we compare the proposed method with previous state-of-the-art methods, including NetVLAD [3], SFRS [23], SP-SuperGlue [15, 44], Patch-NetVLAD [26], and TransVPR [53]. We further compare our method with the best configurations in the recent VG benchmark [6].
Table 1. Comparison of our method with previous state-of-the-art results on major VPR datasets. Our model is trained on MSLS and tested on MSLS Val and Challenge set. Our model is further finetuned on Pitts30k for urban scenarios, i.e. Pitts30k, Tokyo 24/7.

<table>
<thead>
<tr>
<th>Features Dim</th>
<th>Trained on MSLS - R@1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pitts30k</td>
</tr>
<tr>
<td>ResNet101 + GeM [6,43]</td>
<td>1024</td>
</tr>
<tr>
<td>ResNet101 + NetVLAD [3,6]</td>
<td>65536</td>
</tr>
<tr>
<td>CCT384 + NetVLAD [6,25]</td>
<td>24576</td>
</tr>
<tr>
<td>Ours w/o Reranking</td>
<td>256</td>
</tr>
<tr>
<td>Ours</td>
<td>65500†</td>
</tr>
</tbody>
</table>

Table 2. Comparison following the protocol of the recent VG benchmark [6] on major datasets in terms of R@1. The models are trained on MSLS and directly tested on all datasets w/o finetuning. † The dimensions and GFLOPs are computed by adding the numbers of global retrieval and reranking together, i.e. Dim = 256 + 500 × (128 + 3) and GFLOPs = 25.90 + 100 × 0.226.

<table>
<thead>
<tr>
<th>Feature Dim</th>
<th>Latency per Query (ms)</th>
<th>Memory Footprint (GB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Extraction</td>
<td>Retrieval</td>
</tr>
<tr>
<td>ResNet101 + NetVLAD [3,6]</td>
<td>65536</td>
<td>N/A</td>
</tr>
<tr>
<td>Patch-NetVLAD+ [26]</td>
<td>512</td>
<td>936 × 512</td>
</tr>
<tr>
<td>Patch-NetVLAD-p [26]</td>
<td>4996</td>
<td>2826 × 4996</td>
</tr>
<tr>
<td>TransVPR [53]</td>
<td>256</td>
<td>1200 × 256</td>
</tr>
<tr>
<td>Ours</td>
<td>256</td>
<td>500 × (128+3)</td>
</tr>
</tbody>
</table>

Table 3. Comparison of computational cost in terms of feature dimension, latency, and memory footprint. All the methods are measured on MSLS Val (18,871 database images) using the same CPU and GPU (RTX A5000). Reranking is conducted on top-100 candidates. “Patch-NetVLAD-p” and “Patch-NetVLAD-s” denote the performance and speed-oriented versions.

We also provide a detailed comparison with state-of-the-art methods [6,26,53] on computational cost. Other works [1,16,18,57,59,62] on related tasks with different settings are not included.

As shown in Table 1, the proposed method significantly outperforms state-of-the-art methods on MSLS Val and Challenge set with absolute R@1 improvement of 2.9% and 9.1% respectively. Benefiting from large-scale training, our method also achieves state-of-the-art R@1 on Pitts30k and Tokyo24/7. Small-scale dataset [50] with weak supervision is not enough to train a data-driven reranking module, and training on one large-scale dataset with good generalization on all datasets is more desirable for real-world deployment. (Details in supp. material.)

In Table 2, we select the best-performing models in the VG benchmark [6] and compare them with our method on major datasets. Eynsham [13] dataset is not included because it has a different camera type (gray-scale) and resolution. * denotes reproduced results using the official MSLS [55] validation code and pre-trained models [6]. Table 2 shows that our model trained on MSLS generalizes well on all the other datasets and significantly outperforms the best models in the VG benchmark [6] with comparable computational cost.

In Table 3, we compare the computational cost of our method with previous global retrieval methods and retrieval+reranking methods. Apparently, the inference latency of extraction and retrieval is negligible as compared to the reranking latency of previous works. Our method is significantly faster than all the other reranking-based methods because our reranking process is only one network forward pass on GPU and can be easily accelerated by parallel computing, e.g. reranking on 4 GPUs takes only 47.17 ms per query (20.2× speedup over previous reranking-based methods [26,53]). However, it is not straightforward to accelerate RANSAC-based geometric verification with multi-processing. Previous works [26,53] generally follow the standard implementation of OpenCV [8]. In addition, the local feature dimension of our method is the smallest among all the reranking-based methods, specifically, we only save 500 important local features with very small dimensions (128 + 3) for each image. In total, it only needs 4.79 GB of memory for the MSLS validation set which is much smaller (189× reduction) than 908.3 GB of Patch-NetVLAD-p.
Even for datasets with over 1M reference images (e.g., R-SF dataset), the memory footprint is only 244.01 GB which can fit in a typical server or high-end desktop. It can be further reduced to 122 GB by using float16 instead of float32, with which we observe no performance drop on R-SF. However, other reranking-based methods typically require much larger (> 4×) memory, which cannot scale to large-scale real-world scenarios with 1M reference images. Given the unified design, outstanding performance, strong efficiency, and scalability of our method, it could serve as a well-balanced solution for real-world large-scale applications.

### 4.4. Ablation Study

**Reranking Methods.** In Table 4, we adopt the same global and local features from our default backbone and compare different reranking methods. “No Reranking” denotes our model with only global retrieval. “RANSAC” [19] follows the pipeline of state-of-the-art methods [26, 53] using 1.5× of the patch size. “RRT” [48] is not proposed for VPR, nevertheless, we train it on the top of our backbone for comparison. “CVNet” [31] does not provide the training code, we thus adopt their pre-trained model trained on Google Landmark [56]. Remarkably, our reranking module significantly outperforms RANSAC [19] based geometric verification using much less (< 22%) inference time (Table 3). It also outperforms two recent state-of-the-art reranking methods on landmark retrieval, indicating the superiority of our reranking module.

**Training Strategies.** In Table 5, we compare our method based on different training strategies. “No Reranking” uses only global retrieval, and “Reranking” denotes training reranking module with partial negative mining on a fixed global retrieval module. “Reranking+Mining” means training the reranking module with our global negative mining by randomly selecting one negative sample from the 100 global hardest samples. “Reranking+Mining+Finetune” further finetunes retrieval and reranking module together. “End-to-end Training” directly trains global retrieval and reranking module from the beginning in an end-to-end manner with partial negative mining. All the strategies with partial negative mining [6]. The components are defined in Sec. 3.

**Different Backbones.** In Table 6, we combine our reranking module with different backbone retrieval modules, including ResNet50+GeM [27, 43], ViT Small [17], ViT Base [17]. Transformer tokens perform on par with CNN local features in terms of reranking/local matching.
works [26, 53], indicating that our reranking module is a generic component for both CNN and transformer backbone architectures. With similar global retrieval performance and the same reranking method (RANSAC or Ours), the ViT-Small model achieves slightly better performance than ResNet50+GeM, which means the transformer token is a good alternative for local matching as compared with CNN local feature. Furthermore, we adopt a larger backbone ViT-Base, which achieves significant performance improvement on global retrieval and RANSAC-based reranking over ViT-Small. However, the overall performance of our ViT-Base model has very small performance improvement (mainly on R@10), which indicates a possible bottleneck of the proposed framework.

Components Ablation. In Table 7, we use the “Reranking” configuration in Table 5 as a baseline and ablate different components to check the importance of each component of our method. For simplicity, we freeze the global retrieval module and all the models are trained with partial negative mining. We have the following observations. (1) The most important components are the Transformer Block-2 and Correlation Value, and removing them causes a significant performance drop. This indicates that the feature correlation contributes most to the final decision. (2) When we replace the attention-based feature selection with random selection, the model becomes unstable and the performance drops moderately. (3) Removing other components, i.e., Transformer Block-1, xy Coordinates Value, Attention Value (defined in Sec. 3.2), causes a slight performance drop, indicating the effectiveness of these blocks for performance purposes. (4) We observe negligible performance drop when removing positional embedding or replacing top-5 pairs selection with top-1, which means the Sinusoidal positional embedding does not help much and the top-1 pair contains most of the information that is needed for reranking.

4.5. Visualization

In Fig. 4, we show a detailed case where the global retrieval fails on the top-3 results. Fig. 4 (b) and (c) show the attention map and the selected patches, which cover most of the informative regions for reranking. Both RANSAC and our method work well on reranking the top-100 candidates and our method finds more correct reference images in the top-3 results (Fig. 4 (f)). Although our reranking module is not as explainable as RANSAC, the transformer still focuses on specific patch pairs and we plot the top-20 pairs with the highest attention in the reranking module. As shown in Fig. 4 (d) and (e), our reranking also focuses on meaningful pairs and most of them are correct matches. As compared with RANSAC, our matched pairs may not have tight geometric consistency, but they may provide different information for the reranking as adjusted according to the task-relevant training data.

5. Conclusion

We propose a unified retrieval and reranking framework for place recognition with only transformers. We for the first time show that vision transformer tokens are comparable to or even better than CNN local feature in terms of reranking. Our reranking module is generic and can be adopted on other CNN or transformer backbones. Remarkably, it significantly outperforms previous methods on major datasets with much less inference time and memory consumption. Our method can also provide possible matched local pairs like RANSAC and could be improved with geometric modeling in the future. We discuss the limitations and societal impact in the supplementary material.
References


[26] Stephen Hausler, Sourav Garg, Ming Xu, Michael Milford, and Tobias Fischer. Patch-netvlad: Multi-scale fusion of...
locally-global descriptors for place recognition. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 14141–14152, 2021. 1, 2, 4, 5, 6, 7, 8


[54] Ziqi Wang, Jiahui Li, Seyran Khademi, and Jan van Gemert. Attention-aware age-agnostic visual place recognition. In Proceedings of the IEEE/CVF International Conference on Computer Vision Workshops, pages 0–0, 2019. 2


