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In this supplementary material, we include the following.

1. A discussion on the choice of blur kernels - Linear or
Non-Linear?

2. An ablation for the choice of ‘p’, the probability of
blurring an image during training.

3. A class-wise comparison of quantitative performance
gains of our approach over baseline methods on PAS-
CAL VOC [4] and Cityscapes [3].

4. Additional qualitative results on synthetic space-
invariant blur for PASCAL VOC [4] and Cityscapes [3]
datasets.

5. Additional qualitative results on real blur for GOPRO
[7] and REDS [6] datasets.

All the tables, figures and sections in this supplementary
are numbered starting with an ‘S’ to make clear distinctions
between the contents in the main paper and supplementary.
The best results are highlighted in bold in all the tables.

S1. Linear v/s Non-Linear Blur Kernels
In our augmentation strategy, we synthesize space-

variant class-centric blur as well as space-invariant syn-
thetic motion blur. Since class-centric blurring is meant
to model dynamic scene blur, using linear blur may seem
more appropriate. We argue that since our work attempts
to model both camera motion blur (which is typically non-
linear [1]) and dynamic scene blur (which is pre-dominantly
linear [5]) using a single augmentation strategy, it becomes
imperative to include both linear and non-linear blur ker-
nels during training. The blur kernel generation method
detailed in Sec.3.1.1 in the main paper refers to 3 anxiety
levels which control the non-linearity of the kernels gen-
erated, with lower anxiety level corresponding to less non-
linearity. The anxiety level of a = 0.00005 used while gen-
erating blur kernels, corresponds to an approximately linear
blur which makes our set inclusive of both non-linear and
linear blur kernels. Additionally, for non-rigid objects like

humans, where motion blur can be caused by fast movement
of body parts, using non-linear kernels is better.

To establish the effectiveness of our augmentation strat-
egy even if linear kernels are used to model blur, we per-
form an ablation study where we train DeepLabv3+ [2] with
MobileNetv2 [8] backbone on PASCAL VOC dataset us-
ing only linear blur kernels for different blur levels. We
generated blur kernels with 3 levels of exposure as detailed
in the paper but restricting anxiety to the lowest value of
a = 0.00005. All the training setup remains the same and
the model is trained with p = 0.5, the probability of an im-
age being blurred. The performance metric used is standard
mIoU as used in the main paper. The results are shown in
Table S1. It can be clearly seen that modeling blur using
linear blur kernels gives similar performance as non-linear
blur kernels for clean images and blur level L1. A slight
performance drop is observed at higher blur levels L2 and
L3 when using linear blur kernels.

Table S1. Quantitative comparisons for training using CCMBA
with linear vs non-linear blur kernels.

Blur Kernel Type Clean L1 L2 L3
Linear 69.6 68.5 65.9 60.5

Non-Linear 69.3 68.2 66.6 61.5

S2. Ablation for the blurring probability
hyper-parameter p

In this section, we document results for blurring with dif-
ferent probabilities during training. We chose p = 0.5 dur-
ing the training of all our models in the main paper.

Table S2. Quantitative comparisons for training with CCMBA us-
ing different p values.

Probability of Blurring Clean L1 L2 L3
p = 0.3 69.6 67.9 64.9 60.2
p = 0.5 69.3 68.2 66.6 61.5
p = 0.7 68.7 68.2 65.2 62.0
p = 0.9 67.7 67.7 65.4 61.6
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Table S3. Class-wise comparison of mIoUs with baselines on PASCAL VOC for clean images.
Background Aeroplane Bicycle Bird Boat Bottle Bus Car Cat Chair Cow

Dining
Table Dog Horse Motorbike Person

Potted
Plant Sheep Sofa Train

Tv
Monitor

No-Retraining 93.26 79.71 41.15 85.6 71.76 72.56 90.81 83.25 91.19 32.57 83.73 60.87 86.43 82 82.35 82.01 57.88 83.69 49 84.52 68.04
Finetune 88.12 80.01 34.14 70.97 46.73 40.81 79.58 76.4 74.7 18.56 59.63 38.34 67.33 65.52 65.52 75.18 34.52 66.23 34.93 60.03 51.92

MBA 92.39 81.98 40.46 86.28 48.81 65.38 91.38 85.34 90.19 35.53 78.96 58.76 84.7 83.55 79.77 83.48 46.43 76.19 49.57 80.78 70.89
Ours 94.01 86.4 41.46 86.13 62.26 73.22 92.64 87.18 89.1 36.54 85.51 59.54 83.08 84.35 82.68 85.7 62.28 80.67 43.97 87.21 77.03

Table S4. Class-wise comparison of mIoUs with baselines on PASCAL VOC for images with L1 blur.
Background Aeroplane Bicycle Bird Boat Bottle Bus Car Cat Chair Cow

Dining
Table Dog Horse Motorbike Person

Potted
Plant Sheep Sofa Train

Tv
Monitor

No-Retraining 91.91 74.52 37.23 75.02 61.22 69.85 88.18 81.68 85.09 29.13 73.32 51.12 80.17 73.77 79.61 78.3 49.65 71.98 46.71 79.31 67.57
Finetune 91.42 78.85 39.31 82.53 56.09 57.6 90.32 83.93 86.64 33.53 69.68 54.89 82.82 76.52 78.97 79.62 42.9 75 48.67 79.81 62.87

MBA 91.97 80.87 39.2 82.81 48.27 65.55 92.15 83.89 88.74 32.28 74.25 59.07 83.25 80.08 77.66 81.47 44.5 72.89 49.55 81.66 66.92
Ours 93.58 83.23 40.82 84.25 63.37 76.22 90.97 85.1 88.02 38.72 83.89 57.31 82.73 82.6 81.26 83.43 61.9 79.03 42.13 85.9 77.7

Table S5. Class-wise comparison of mIoUs with baselines on PASCAL VOC for images with L2 blur.
Background Aeroplane Bicycle Bird Boat Bottle Bus Car Cat Chair Cow

Dining
Table Dog Horse Motorbike Person

Potted
Plant Sheep Sofa Train

Tv
Monitor

No-Retraining 89.38 68.48 31.74 64.3 42.77 63.67 77.97 72.07 74.07 24.84 61.92 36.82 67.74 65.17 66.59 72.44 42.8 46.19 37.76 67.8 60.93
Finetune 91.03 76.74 37.44 78.05 55.61 58.95 89.08 81.41 85.12 32.51 65.01 53.5 81.42 70.88 76.13 78.26 42.07 73.74 47.1 76.85 62

MBA 91.58 80.03 37.02 79.58 47.86 63.58 89.12 82.05 85.65 32.17 71.47 56.37 78.39 75.02 76.31 79.69 48.04 70.69 46.5 77.93 66.94
Ours 93.07 80.28 39.17 82.18 58.92 71.86 89.88 82.73 86.27 38.04 79.01 57.11 79.42 79.33 79.46 81.87 58.25 75.89 40.82 84.44 76.25

Table S6. Class-wise comparison of mIoUs with baselines on PASCAL VOC for images with L3 blur.
Background Aeroplane Bicycle Bird Boat Bottle Bus Car Cat Chair Cow

Dining
Table Dog Horse Motorbike Person

Potted
Plant Sheep Sofa Train

Tv
Monitor

No-Retraining 85.41 61.53 28.05 51.21 24.41 50.75 60.53 57.82 57 16.62 28.85 14.08 52.71 41.45 41.02 60.22 30.26 29.42 25.22 41.03 51.76
Finetune 90.08 69.99 34.81 74.15 52.83 57.73 82.83 77.07 81.05 28.99 63.99 50.53 76.66 66.42 71.01 74.71 43.67 74.27 43.53 70.99 62.19

MBA 90.52 72.91 34.19 76.44 46.1 59.09 82.37 77.55 82.39 27.8 69.52 54.03 77.16 71.25 69.62 75.72 45.61 68.57 43.95 72.47 67.45
Ours 92.16 77.34 35.88 78.18 54.74 65.68 88.04 79.7 82.61 34.34 77.62 54.05 73.69 75.67 73.14 79.05 55.95 73.5 38.96 82.91 69.02

Table S7. Class-wise comparison of mIoUs with baselines on Cityscapes for clean images.
Road Sidewalk Building Wall Fence Pole Tr. Light Tr. Sign Vegetation Terrain Sky Person Rider Car Truck Bus Train Motorcycle Bicycle

No Retraining 97.93 83.77 91.82 46.47 59.01 61.95 66.72 76.48 92.32 63.84 94.57 80.60 59.99 94.39 74.78 85.85 71.80 59.36 75.72
Finetuning 97.25 79.42 90.45 32.62 49.39 59.07 58.88 74.12 90.46 56.40 93.08 78.44 56.99 93.27 69.40 78.50 62.60 48.83 72.04

MBA 97.86 83.29 92.00 41.98 53.98 64.06 68.37 76.44 92.01 63.02 94.82 81.21 61.90 94.27 70.14 82.57 66.01 60.68 75.40
Ours 97.88 83.60 92.28 47.73 56.78 65.54 70.18 79.10 92.35 64.48 94.89 82.05 62.30 94.65 72.07 85.11 66.34 63.72 76.96

Table S8. Class-wise comparison of mIoUs with baselines on Cityscapes for images with L1 blur.
Road Sidewalk Building Wall Fence Pole Tr. Light Tr. Sign Vegetation Terrain Sky Person Rider Car Truck Bus Train Motorcycle Bicycle

No Retraining 97.39 80.71 90.00 40.19 52.16 56.55 59.99 71.32 90.40 59.97 91.56 75.87 52.28 93.20 68.27 78.62 55.30 53.55 70.82
Finetuning 97.74 82.31 91.51 46.46 53.89 59.65 65.40 74.98 91.74 61.63 94.14 78.91 57.76 93.95 72.39 83.65 72.44 58.10 73.77

MBA 97.75 82.39 91.43 41.49 51.28 61.27 66.90 75.08 91.63 62.27 94.41 79.57 60.32 94.00 73.38 81.32 64.99 57.84 73.59
Ours 97.76 82.67 91.87 48.61 54.31 63.21 68.99 77.54 92.03 63.94 94.50 80.68 61.08 94.33 74.38 84.72 65.92 64.24 75.14

Table S9. Class-wise comparison of mIoUs with baselines on Cityscapes for images with L2 blur.
Road Sidewalk Building Wall Fence Pole Tr. Light Tr. Sign Vegetation Terrain Sky Person Rider Car Truck Bus Train Motorcycle Bicycle

No Retraining 95.26 71.99 84.01 19.99 34.06 46.92 45.14 59.59 83.91 42.93 86.46 64.94 35.60 89.45 54.48 65.28 25.67 40.05 57.96
Finetuning 97.58 81.02 90.84 45.21 50.65 56.68 62.47 72.12 91.25 60.29 93.71 77.36 55.92 93.49 69.61 80.09 64.94 56.07 71.70

MBA 97.62 81.40 90.81 39.13 48.83 58.55 63.79 72.60 91.07 61.37 94.21 77.74 58.78 93.51 71.40 78.69 61.37 54.23 71.33
Ours 97.58 81.24 91.32 46.03 51.23 60.55 66.19 75.29 91.59 62.69 94.22 78.52 58.66 93.92 73.89 81.55 60.04 61.16 73.09

Table S10. Class-wise comparison of mIoUs with baselines on Cityscapes for images with L3 blur.
Road Sidewalk Building Wall Fence Pole Tr. Light Tr. Sign Vegetation Terrain Sky Person Rider Car Truck Bus Train Motorcycle Bicycle

No Retraining 86.87 56.01 70.76 4.38 12.99 31.88 27.79 45.03 71.42 26.42 74.32 48.92 18.21 77.97 18.91 49.24 15.42 15.86 34.33
Finetuning 97.16 78.11 89.58 41.96 43.82 50.35 57.56 66.99 90.12 59.36 92.96 72.96 50.88 91.95 67.53 75.50 53.60 50.67 67.75

MBA 97.24 78.69 89.76 37.83 45.17 53.13 58.71 67.68 90.09 59.76 93.38 74.02 54.30 92.14 65.79 73.90 57.55 46.69 67.09
Ours 97.31 79.27 90.29 43.90 47.89 54.58 60.85 70.71 90.62 61.11 93.56 75.12 54.58 92.67 68.89 78.15 55.05 54.34 69.02

As can be seen from Table S2, as we increase the prob-
ability of an image being class-centric blurred, the perfor-
mance on clean images sees a decrease but performance on
higher levels of blur increases. So, p = 0.5 is a good choice
during training.

S3. Class-wise evaluation of performance for
space-invariant blur

In this section, we show class-wise quantitative compar-
isons of our method with baseline methods on PASCAL
VOC ( Table S3 - S6 ) and Cityscapes ( Table S7 - S10 )
datasets to demonstrate that performance gains are achieved
across most classes using our approach. In Table S3 and Ta-
ble S7, we compare the performance of all baselines and
our approach for clean sharp images. In Table S3, we

can see that our method performs slightly worse than the
‘No Retraining’ baseline on the classes - Boat, Cat, Dining
Table, Dog, Sheep and Sofa while improved performance
scores are observed for all other classes for PASCAL VOC
dataset. Similarly, in Table S7 for the Cityscapes dataset,
our method performs slightly worse than the ‘No Retrain-
ing’ baseline on the classes - Sidewalk, Fence, Truck, Bus,
Train while improved performance scores are observed for
all other classes.

In Table S4 and Table S8, we provide comparisons
for images with L1 level of blur for PASCAL VOC and
Cityscapes datasets respectively. For certain classes, like
Bus, Cat, Dining Table, Dog and Sofa, in PASCAL VOC,
the ‘MBA’ baseline seems to give the best performance,
while our method performs best for all the remaining



Figure S1. Qualitative results for space-invariant motion blur for DeepLabv3+ on PASCAL VOC. Note that our method consistently
outperforms all baselines.

Figure S2. Qualitative results for space-invariant motion blur for DeepLabv3+ on Cityscapes.

classes. On the other hand, for Cityscapes, our model out-
performs all baselines on all classes.

In Table S5, we compare the performances for images
with L2 level of blur for PASCAL VOC dataset and our
method performs better than all baselines for all classes ex-
cept, Dog and Sofa, where the ‘Finetune’ baseline performs
best. For Cityscapes, we compare the performances on im-

ages with L2 level of blur in Table S5 and our method out-
performs all baselines on all classes except Road, Sidewalk,
Rider and Train where our approach lags only by a small
margin.

Lastly, in Table S6 and Table S10, we compare the per-
formances for images from PASCAL VOC and Cityscapes
with L3 level of blur. Our method outperforms all base-



Figure S3. Zoomed in regions from Fig. S2. Reference image is used only to depict the cropped region on the sharp image. Two regions
are taken for each image and are highlighted by a red square and a blue square respectively. Note that our method captures finer details
better and is more consistent across sharp and blurred images when compared to baseline methods.

lines for all classes in PASCAL VOC except, Dog and Sofa,
where the ‘Finetune’ and ‘MBA’ baselines perform best
respectively. On Cityscapes, our method outperforms all
baselines for all classes except Train where the ‘MBA’ base-
line performs best.

So, our method improves performance for almost all
classes in the presence of different levels of blur when com-
pared to baseline methods.

S4. Qualitative Results for Synthetic Blurred
Images

In this section, we provide additional results on PASCAL
VOC and Cityscapes datasets. For Cityscapes, we show
zoomed in cropped regions to highlight the smaller regions
because of the large image size.

Fig. S1(a) and Fig. S1(b) are both images taken from
PASCAL VOC datset. Our method performs better than all
the baselines, especially, at blur level L3 and the perfor-
mance drop is very small as we move from clean images to
blur level L3 for our method.

In Fig. S2, we show results for Cityscapes dataset for
two images. Due to the large size of the images, the degra-
dations due to blur are not very evident in baselines other
than ‘No Retraining’. For better visualization, we crop 2
square regions for each of the images and show the zoomed
in results in Fig. S3 where (a) and (b) are crops of Fig.
S2(a), and, (c) and (d) are crops of Fig. S2(b). On care-

ful observation, the first thing to notice is the consistency
of our results across clean and blur images as opposed to
other baselines for each of the crops. For S3(a), our results
are significantly better than ‘Finetune’ baseline but compa-
rable to ‘MBA’ baseline. But on considering, S3(b), our
results are better than ‘MBA’ baseline and comparable to
‘Finetune’ baseline. So for the same image, different base-
line methods give better performance in different regions
but our method performs consistently well throughout.

Now considering Fig. S3(c), we draw attention to the
handle of the cycle which is more consistently picked up by
our approach across all blur levels. In Fig. S3(d), all the
baseline models confuse parts of the background with the
thin lamp-post which is better segmented using our method,
especially, for blur level L3.

S5. Qualitative Results on GOPRO and REDS
for Real Blur

We show additional results for GOPRO and REDS
dataset using DeepLabv3+ model trained with our approach
on PASCAL VOC dataset. Fig. S4(a) and (b) are examples
from GOPRO and (c) is an example from REDS. In Fig.
S4(a), we can clearly see that good segmentation maps are
obtained for the sharp image using all the methods but for
the blurred counterpart, the baseline models struggle. Our
approach gives the best segmentation map for the blurred
image with finer details like the legs of the person evident



Figure S4. Qualitative results for real motion blur for DeepLabv3+ on GOPRO and REDS.

from the map itself. In Fig. S4(b), the ‘No Retraining’ base-
line performs best on sharp image while ‘Finetune’ baseline
gives best results on blurred image. Our method gives com-
parable results to ‘Finetune’ baseline for blurred image and
‘No Retraining’ baseline for corresponding sharp image. In
Fig. S4(c), note the heavily blurred man on the left. While
other baseline methods struggle to segment out this region,
owing to the spatial nature of the blur, our approach does
a good job of segmenting out this man, while giving com-
parable performance to the baselines on the sharp image.
These results clearly show that our method performs better
than all the baselines on these real world blur images while
also being able to retain performance on sharp images.
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