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In this supplementary material, we provide additional
details on our data annotation process and experiments.

A. Metaphor Classification
In collecting annotation labels for whether or not each

image contains a metaphor, we use 5 annotators per image.
All annotators are based in the United States. To increase
quality of the annotations, we provide detailed instructions
to the annotators on visual metaphors and also conduct qual-
ifying exams to pick final annotators for this task. Specifi-
cally, we show multiple examples to help annotators clearly
understand the notion of literal and metaphor images; pri-
mary, secondary objects and the metaphorical relationships.
Figure 2 shows an example of instructions that we show to
annotators. We additionally conduct multiple pilot studies
to identify the most effective method of collecting the an-
notations. In Figure 3, we show our final template used in
collecting the annotations. The placeholder image in the
template will be replaced by Ad image in the study. We find
providing the ground-truth messages (i.e. the Image Ad de-
scription provided in the Pitt’s Ads dataset images [1]) to
the annotators further helps in improving the quality and
consistency of annotations. We consider the images with
3 or more ‘Yes’ annotations as visual metaphors and the
remaining as non-metaphorical. Figure 1 shows few quali-
tative examples for the predictions obtained by ViT-L/16.
Is image-only classification possible with metaphorical
images? We performed a pilot study on a random sample of
300 images (containing symbolic and metaphor images) in
manually annotating whether the image is a metaphor with
out providing ground-truth description and we find 89.6%
of samples could be correctly classified as metaphors. The
percentage becomes 92.3% when it comes to classifying
metaphors from literal images - indicating that image-only
classification is feasible. The ability of the existing models
to jointly process image and text to comprehend metaphors
is tested in our retrieval and VQA tasks to some extent.
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Figure 1. Qualitative results for ViT-L/16 classification model
(we intentionally blurred the bottom-left image).

B. Metaphor Understanding

After we collected the metaphor images, we conduct
next phase, Phase 2, of study where we ask annotators to
describe the metaphor in a sentence of the form “(primary
concept) is as (relationship) as (secondary concept)”. An-
notators are again required to pass a qualifying exam in or-
der to participate in this phase. In this exam, annotators are
asked to select the correct primary concept, secondary con-
cept, and relationship for few metaphorical images. About
50 annotators passed this exam. In Figure 4, we show our
final template used in collecting the annotations.

We also conduct an additional validation phase, Phase 3,
where we gave human raters a metaphorical image and a
corresponding sentence collected in Phase 2, and ask them
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to validate whether the sentence is a correct annotation of
the metaphor present in the image. Correctness is eval-
uated across 3 dimensions: correct grammar, correct pri-
mary/secondary concept, and correct relationship. Figure 5
shows our template used in the validation phase. Annotators
are again required to pass an exam in order to qualify for this
phase, although this exam is not as difficult as the exam in
Phase 2. About 400 Annotators passed this exam. We used
5 Annotators per (image, annotation) pair from Phase 2.

B.1. Retrieval

In our candidate set for retrieval task, we choose one
positive (correct) metaphorical statement from its ground
truth messages and uniformly sample K − 1 random neg-
ative statements from other images. Figure 6 compares the
performance of models with several different sizes K of the
candidate set ranging from K = 10 to 1000. The perfor-
mance of models is impressive with less than 50 negative
candidates whereas the performance drops greatly by in-
creasing K. Table 2 in the main paper show the results with
hard negatives for K = 50. We compare the performance
on hard negatives by changing K in Figure 7, Figure 8,
Figure 9, and Figure 10. The human baseline for our re-
trieval task (on a sample of 200 randomly selected images)
is 97.5%.

B.2. VQA

We use the following template for creating VQA datasets
from the caption of the form <primary> is as
<relationship> as <secondary>. We generate
2 questions per answer type target. The human baseline for
our VQA task (on a sample of 200 randomly selected im-
ages) is 94.0%.

• What is used as a visual metaphor for
<secondary> ? <primary>

• What is as <relationship> as <secondary>
? <primary>

• What is <primary> a visual metaphor for?
<secondary>

• What is <primary> as <relationship> as ?
<secondary>

• What is <primary> as compared to
<secondary> ? <relationship>

• What is <primary> like compared to
<secondary> ? <relationship>

C. Localization
We pick the best metaphor annotations (primary, sec-

ondary concepts and their relationship) according to their

validation scores (see previous section) and collect bound-
ing box annotations for both the primary and secondary
concepts. We collect all the bounding boxes that invoke
both the primary and secondary concepts and also their type
(explicit, contextual, logo or text) for each of the images.
We allow more than 1 box to be drawn for each of the 4
types. For the primary and secondary concept, annotators
are asked to mark whether the concept is “explicitly visible”
in the image, or only present “contextually”. We use 5 anno-
tators per example and conduct pilot studies to identify the
best possible way to collect annotations. Figure 11 shows
our template used in collecting the localization annotations.
We perform a filtering on these collected localization anno-
tations to remove overlapping bounding boxes for each of
the 4 types of boxes. For each image, we determine which
bounding boxes have an Intersection-over-Union (IoU) of
greater than 0.5. The distinct boxes with the most overlaps
are preserved; all other boxes are discarded. Using this ap-
proach, it is possible for a given image and box type to have
more than one bounding box. In computing Mean Average
Precision of localization models on localizing Explicit and
Contextual regions, we pick the max IoU among all ground-
truth boxes as the final score.

It may be noted that we did not collect annotations to dif-
ferentiate between contextual, hybrid, multimodal, juxtapo-
sition categories, which we find to be difficult to annotate
with high inter-annotator agreement. Instead, we collected
annotations on whether or not the primary, secondary con-
cepts are explicit or contextually implied. We found at least
4 out of 5 annotators agree on 76.1% explicit boxes and
40.6% contextual boxes.

D. Generation

Figure 12 and Figure 13 show additional qualitative re-
sults from different text-to-image generation models. It may
be noted that providing a literal description of metaphor
could help in generating better images. Our experiments
also make this point that current large generative AI mod-
els cannot directly interpret metaphorical messages. Auto-
matically converting a metaphorical message into a visual
description is non-trivial, which we leave to future work.
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Figure 2. Detailed annotation instructions used in our human study to help annotators familiarize with the metaphor concepts.



Figure 3. Human-study template used for filtering metaphorical images.

Figure 4. Phase 2 data annotation template for collecting primary, secondary and relationship annotations.



Figure 5. Phase 3 data annotation template for validating the annotations.



Figure 6. Performance of retrieval models on K random nega-
tive candidates.

Figure 7. Performance of retrieval models on K Neg Prim hard
negative candidates.

Figure 8. Performance of retrieval models on K Neg Sec hard
negative candidates.

Figure 9. Performance of retrieval models on K Neg Prim+Rel
hard negative candidates.

Figure 10. Performance of retrieval models on K Neg Sec+Rel
hard negative candidates.



Figure 11. Human-study template used for annotating bounding boxes of metaphor concepts.



Metaphor: This vehicle is as capable of traversing
as ants.
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Figure 12. More Qualitative Results for Image Generations for
a given metaphorical message (shown on top) with Imagen [3],
Stable Diffusion [2] and fine-tuned (FT) version of Stable Diffu-
sion.

Metaphor: This pencil is as red
as fire truck.
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Figure 13. More Qualitative Results for Image Generations for
a given metaphorical message (shown on top) with Imagen [3],
Stable Diffusion [2] and fine-tuned (FT) version of Stable Diffu-
sion.
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