
Supplementary Material for AUNet: Learning Relations Between Action Units
for Face Forgery Detection

Weiming Bai1,2* Yufan Liu1,2∗ Zhipeng Zhang3∗ Bing Li1,4† Weiming Hu1,2,5

1State Key Laboratory of Multimodal Artificial Intelligence Systems,
Institute of Automation, Chinese Academy of Sciences

2School of Artificial Intelligence, University of Chinese Academy of Sciences
3DiDiChuxing 4People AI, Inc.

5CAS Center for Excellence in Brain Science and Intelligence Technology
{baiweiming2019,yufan.liu}@ia.ac.cn zhipeng.zhang.cv@outlook.com {bli,wmhu}@nlpr.ia.ac.cn

1. Details of AU correlation calculation

In Sec. 1 of the main text, we present the average correla-
tion intensity between an AU and other AUs under different
number of samples from Real and corresponding Deepfakes
videos. Here we perform experiments on different data vol-
umes (i.e., 20%, 80%) of other different forgery categories
(i.e., Face2Face, FaceSwap, NeuralTextures). Results are
shown in Fig. 1. The calculation process is shown as fol-
lows.

We first randomly select m real videos and the corre-
sponding m fake videos from the FF++ dataset (e.g., 200
Youtube videos and their corresponding 200 Deepfakes
videos). In each frame of each video, we utilize the open-
source tools OpenFace [1] to extract AU Label L ∈ Rn,
which responds to the occurrence of n AUs. Li = 1 implies
that the ith Action Unit appears in this frame. Then we cal-
culate the correlation intensity between ith Action Unit and
jth Action Unit by the similar method in [10]:

Cij = P (Lj = 1|Li = 1), (1)

where C ∈ Rn×n is the correlation intensity matrix. Let Cr

and Cf denote the correlation intensity matrices computed
on m Real videos and m corresponding Deepfakes videos,
respectively. To measure the degree of association between
ith AU and other AUs, we calculated the average correlation
intensity Ar,Af ∈ Rn by:

A{r,f} =

n∑
j=1

C
{r,f}
ij

/
n. (2)
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2. More Implementation Details

In Image-level Tampering, color transformations are per-
formed by shifting the values of RGB channels, hue, sat-
uration, value, brightness, and contrast of input images.
Frequency transformations are implemented by downsam-
pling or sharpening input images. At each training step,
the model randomly chooses one of the four layers, block1,
block3, block5, block7 of the Xception backbone to per-
form Feature-level Mixing. The parameter λ is sampled
from β(10, 1).

In the inference process, given an image I, we denote the
output of the last ART encoder as [xc,x1, · · · ,xn], where
xc and x1, · · · ,xn correspond to the class token and n
patch tokens, respectively. During inference, we combine
the predicted results based on the class token and patch to-
kens by:

Iout = fc(xc) +
1

2
max(fcs(xi)), (3)

where fcs is the shared full-connected layer performed on
each patch token.

In the pre-processing, we extracted the regions related
to action units by a similar process as in method [7, 11].
Figure 2 shows the examples.

3. Additional Experiments

3.1. More in-dataset evaluation results

In Sec. 4.2 of the main text, we implement in-dataset ex-
periments on FF++. Here we present more in-dataset eval-
uation results on CDF [9] and DFDCP [4]. The results are
shown in Table 1, which demonstrates that our approach
achieves superior performance on CDF and the best results
on DFDCP.
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Figure 1. The average correlation intensity (y-axis) between an
AU (x-axis) and other AUs under different data volumes, which is
calculated on other different manipulation methods (i.e., Neural-
Textures, Face2Face, FaceSwap).

3.2. More analysis results

Adaptation to CNN architecture. Our proposed
TAP can also be applied to CNN-based networks after se-

Figure 2. Examples of the extracted AU-related regions.

Method
Testing Set (AUC (%))

CDF DFDCP

Tolosana et al. [13] 83.60 91.10
S-MIL-T [8] 98.84 85.11
PCL+I2G [14] 99.98 94.38
Gu et al. [5] 99.61 92.79
RECCE [2] 99.94 91.33

Ours 99.94 95.21

Table 1. In-dataset evaluation results on CDF, DFDCP. Our
method achieves competitive performance in terms of AUC.

Method Testing Set AUC (%) Avg
CDF DFDCP FFIW

ResNet-34 [6] 90.19 84.85 73.64 82.89
Xception [3] 91.31 83.06 76.60 83.66
EfficientNet-b4 [12] 95.10 85.12 85.84 88.69

Table 2. Results of applying proposed TAP on CNN architec-
tures.

rializing their output features. Concretely, we extract the
features F ∈ RC×H×W before the global average pool-
ing layer of CNN, and then acquire serialized feature by
reshaping feature F into the size of (C,HW ). Here, we
investigate the performance of different common architec-
tures, i.e., ResNet-34 [6], Xception [3], EfficientNet-b4 [12]
trained with TAP. As shown in Table 2, all architectures
achieve good results on CDF, DFDCP, and FFIW.

Performing FM on different layers. In the main
text, we randomly choose one of the four layers (i.e.,
block1, block3, block5, block7) of the backbone to perform
Feature-level Mixing at each training step. Here we train
different models with FM applied to different layers. For
notation, block13 means we randomly choose one of the
layers in block1, block3 of the backbone to apply FM at
each training step. The results shown in Table 3 demon-
strate that applying FM to multiple shallow layers generally
achieves better performance. For instance, block135 is bet-
ter than block1. We obtain the best average performance



Method Testing Set AUC (%) Avg
CDF DFDCP FFIW

block1 90.87 81.94 78.43 83.75
block13 91.20 84.63 79.98 85.27
block135 91.96 85.12 80.78 85.95
block1357 92.77 86.16 81.45 86.79
block13579 92.04 84.01 81.99 86.01

Table 3. Results of applying proposed FM on different layers.

with block1357.
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