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Pre-trained attribute classifiers

As discussed in the Sect. 4.2.2 of the main paper, for
the evaluation of the attribute preservation ability of the
proposed and other state-of-the-art anonymization meth-
ods, in the case of the LFW [2] dataset, due to the ab-
sence of attribute labels, we obtain pseudo-labels provided
by two pre-trained attribute classifiers, both pre-trained on
the CelebA [7] dataset. Specifically, we use the pre-trained
models provided by Anycost GAN [6] and Talk-to-Edit [4].
The former provides predictions (i.e., pseudo-labels) for
the whole set of the 40 attributes of the CelebA dataset,
while the latter for 5 of them (namely, “Bangs”, “Eye-
glasses”, “Smiling”, “No Beard” and “Young”). By using
the aforementioned pseudo-labels, we performed the train-
ing/evluation process similarly to the case of the CelebA-
HQ [7] dataset.

Additional qualitative results

In this section, we provide additional qualitative results
of the proposed method in comparison to two state-of-
the-art works, namely DeepPrivacy [3] and CIAGAN [8],
in both the CelebA-HQ [7] and the LFW [2] datasets, in
Figs. 1,2, respectively. We observe that, in both datasets,
the proposed method arrives at anonymized versions of the
real face images that preserve more effectively both a cer-
tain level of similarity with the real ones and certain at-
tributes (such as the skin tone and overall texture, facial
hair, etc). By contrast, the state-of-the-art works [3, 8] ei-
ther lead to poor image quality (CIAGAN [8]) or/and fail
to preserve certain facial attributes (DeepPrivacy [3]). This
is also shown quantitatively in the Sect. 4 of the main pa-
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per. Finally, similarly to the previous section, we report
as “Fake NN” the fake nearest neighbor (in the pre-trained
FaRL [10] space) of each real image and observe that the
proposed method provides an intuitive yet very simple way
of initializing the latent codes that are then optimized in or-
der to generate the anonymized face images.

Insights in the optimization process

In this section, we provide additional insight on the two
stages of the proposed framework, i.e., the pairing of real
images with fake ones and the latent code optimization (dis-
cussed in detail in Sect. 3.2 and Sect. 3.3 of the main paper,
respectively). In Fig. 3 we show qualitative results of the
proposed method for two values of the m hyperparameter
(introduced in Sect. 3.3 in the main paper) that controls the
dissimilarity between the real and the anonymized face im-
ages. Specifically, when m → 0, the proposed identity loss
(Eq. (2) in the main paper) imposes orthogonality between
the features of the real and the anonymized face images,
leading to anonymized faces with large identity difference
compared to the corresponding real ones. By contrast, when
m → 1, the proposed identity loss imposes high similarity
between the features of the real and the anonymized face
images. Also, for each real image in Fig. 3, we report its
corresponding fake nearest neighbor (obtained as described
in detail in Sect. 3.2 in the main paper), denoted as “Fake
NN”. That is, the fakes image drawn from a pool of gen-
erated images that are closest to the real ones in the fea-
ture space of the pre-trained FaRL [10]. The latent codes of
these fake neighbors are used for initializing the latent codes
that are optimized for anonymizing the respective real im-
ages. As shown in Fig. 3, the fake nearest neighbor (“Fake
NN”) provides a meaningful starting point for the optimiza-
tion of the anonymized latent code, but does not limit the fi-
nal anonymized generation with respect to facial attributes,
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Figure 1. Anonymization results of the proposed method in com-
parison to DeepPrivacy [3] and CIAGAN [8] on the CelebA-
HQ [7] dataset. “Fake NN” denotes the nearest fake neighbor of
each real image, obtained in the pre-trained FaRL [10] image rep-
resentation space.

the skin tone, or the head pose. Finally, we observe that
m = 0.9 leads to anonymized faces with higher identity
similarity to the real ones compared to m = 0.0.

Processing time

As discussed in the main paper, the proposed frame-
work incorporates only pre-trained networks (i.e., Style-
GAN2’s [5] generator G, e4e [9], FaRL’s [10] ViT-based
image encoder EF , and ArcFace [1] identity encoder EA,
as shown in Fig. 1 in the main paper), while at the same
time the only trainable parameters are those of the latent
codes that are optimized to anonymize the real images (i.e.,
18× 512 parameters per image). Learning each latent code
requires ∼ 3 sec/epoch in 1 Nvidia RTX 3090 (we train for
50 epochs), while generating an anonymized image from its
optimized latent code requires a single forward pass of the
optimized latent code through G (0.05 sec).
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Figure 2. Anonymization results of the proposed method in com-
parison to DeepPrivacy [3] and CIAGAN [8] on the LFW [2]
dataset. “Fake NN” denotes the nearest fake neighbor of each real
image, obtained in the pre-trained FaRL [10] image representation
space.

Limitations

As discussed in the main paper (Sect. 3), the proposed
framework relies on a pre-trained StyleGAN2 [5] generator
(typically pre-trained in the FFHQ [5] dataset) for generat-
ing the set of fake images (as described in Sect. 3.2 in the
main paper), which are subsequently used for finding appro-
priate pairs (nearest fake neighbors in the FaRL [10] space)
for each real image in order to initialize the latent codes
ultimately optimized for the anonymization of the real im-
ages. This poses certain limitations to the proposed frame-
work that reflect the limitations of the adopted GAN gener-
ator in generating faces statistically similar to the real ones,
i.e., to the ones that will be anonymized. That is, the pro-
posed method fails to anonymize real faces and to preserve
all the relative attributes (e.g., hats) at the same time when
the said attributes are not well-represented in the dataset that
the adopted GAN generator has been trained with. Another
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Figure 3. Anonymization results of the proposed method for
m ∈ {0.0, 0.9} on the CelebA-HQ [7] dataset. “Fake NN” de-
notes the nearest fake neighbor of each real image, obtained in the
FaRL [10] image representation space.

limitation of the proposed framework concerns the inver-
sion method that it incorporates (e.g., the e4e [9]), which
might lead to unfaithful latent code inversions and thus af-
fect the anonymization results.
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