Appendix for Introducing Competition to Boost the Transferability of
Targeted Adversarial Examples through Clean Feature Mixup

Algorithm 1 CFM-RDI-MI-TI

Input: A classifier f; a clean example x; a target label y;.
Input: Adversary’s objective £; the maximum iterations
T'; ¢, perturbation bounds €; step size 7; decay factor p;
Gaussian kernel W for TL

Input: mixing probabilty p; upper bounds for mixing
ratios vy, for CFM modules.

Output: An adversarial example x4V

1. f' = AttachCFM(f; p, &maz)
modules to conv and fc layers

> Attach CFM

2: Store clean features into CFM modules via f/(x)
3: g1 =0; x‘fd” =X
4: fort=1—T —1do
5: Compute the gradients with RDI input transforms
via f’

8ir1 = Vxpao L(f'(RDI(x{)), y1) D
6 B = a8t > Apply MI
7: gir1 =W x g1 > Apply TI
8 x¢dy =x¢ — . sign(gei1) > Apply FGSM
9: x¢dY = Clips (x§4Y)
10: end for
11: Xadv — X%dv

12: return x®%

A. Algorithm

The CFM method is compatible with many existing at-
tack methods, and as an example, the pseudo-codes of the
CFM-RDI-MI-TI method are described in Algorithm 1.

B. References to Pre-trained Models

B.1. Pre-trained Models on the ImageNet Dataset

We used a total of 16 models, and the sources of the pre-
trained weights of the models are as follows.

The weights for the following six models are down-
loaded from TorchVision library]: VGG-16 [14], ResNet-
18 (RN-18) [6], ResNet-50 (RN-50) [6], DenseNet-121

lh:tps://qithub.com/pytorch/vision

(DN-121) [8], MobileNet-v2 (MB-v2) [13], Inception-v3
(Inc-v3) [17].

The weights for the following nine models are down-
loaded from Pytorch Image Models (timm) library [20]:
Xception (Xcep) [], EfficientNet-BO (EF-B0) [18], Incep-
tion ResNet-v2 (IR-v2) [16], Inception-v4 (Inc-v4) [16],
Vision Transformer (ViT) [3], LeViT [5], ConViT [4],
Twins [2], and Pooling-based Vision Transformer (PiT) [7].
The pre-trained weights for the adversarially trained RN-
50 (adv-RN-50) [21] is provided by the official repository
of [12].

The adv-RN-50 is adversarially trained on small /5-
norm-constrained adversarial examples (||d]l < 0.1),
which is recently demonstrated to be effective in boosting
the transfer success rate when used as a source model [15].

B.2. Pre-trained Models on the CIFAR-10 Dataset

The pre-trained weights for the following six models
are provided by [11]: VGG-16 [14], ResNet-18 (RN-18)
[6], ResNet-50 (RN-50) [6], DenseNet-121 (DN-121) [&],
MobileNet-v2 (MB-v2) [13], and Inception-v3 (Inc-v3)
[17].

We used four ensemble models composed of three
ResNet-20 [6] networks (ens3-RN-20). They are trained
under four defensive settings: standard training, ADP [10],
GAL [9], and DVERGE [22]. The pre-trained weights for
the four ensemble models are provided by [22].

C. Additional Experimental Results

C.1. Visualization of Generated Adversarial Exam-
ples

Figure 1, 2, 3, 4, 5 and 6 visualize the generated ad-
versarial examples for qualitative comparison. We denoted
the true and target classes below the clean images and com-
puted the average attack success rates over the ten carefully
selected pre-trained target models listed in Table 4. Note
that all adversarial perturbations are constrained by the /.-
norm (i.e., ||0||co < € where we used € = 16/255).


https://github.com/pytorch/vision

C.2. Extended Experimental Results With Addi-
tional Source Models and Baselines

Table 1 and Table 2 show the extended experimental re-
sults on the ImageNet-Compatible dataset with additional
source models, i.e., adv-RN-50 and DN-121 in Table 1 and
RN-50 and DN-121 in Table 2. For the additional source
models, we used the same hyperparameters of CFM as in
RN-50 (i.e., aupqz = 0.75 and p = 0.1). We also included
the results of Admix with the number of scale copies of 5
(i.e., my = 51in [19]) and SI-CFM-RDI for more compre-
hensive comparisons. The Admix,,,—5 follows the original
setting of the Admix [19], which utilizes the SI technique
in its internal loops.

C.3. Extended Experimental Results on the CIFAR-
10 dataset

Table 3 shows the extended experimental results on the
CIFAR-10 dataset, which additionally include the results of
Admix,,,—5 and SI-CFM-RDI with different source mod-
els (Inc-v3, VGG-16, and DN-121) for more comprehensive
comparisons.

C.4. Experimental Results of Combined Attacks
With Multiple Techniques

Table 4 shows the experimental results of various com-
binations of multiple attack techniques. The results demon-
strate that CFM is compatible with existing attack methods,
and various combinations with CFM can further improve
the transferability of adversarial examples.

C.5. Experimental Results with Different Mixing
Hyperparameters

Table 4 shows the experimental results on how the trans-
fer success rates vary by changing the values of the mixing
probability p and the upper bound of mixing ratios au,qg-
In this experiment, we used adv-RN-50 as the source model
and evaluated the transfer success rates on the carefully se-
lected ten target models. CFM achieves the highest success
rate when p = 0.1 and a4, = 0.75, but it also achieves
comparable attack success rates at other values. This indi-
cates that CFM is not very sensitive to the changes in hy-
perparameters and can achieve consistent performance im-
provement.
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Figure 1. Visualization of generated adversarial examples. The source model is RN-50. Each average targeted attack success rate was
calculated over the ten carefully selected target models, which are more difficult to confuse. For example, an average targeted attack
success rate of 50% means that 5 out of 10 target models recognize the adversarial example as the target class.
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Figure 2. Visualization of generated adversarial examples. The source model is RN-50. Each average targeted attack success rate was
calculated over the ten carefully selected target models, which are more difficult to confuse. For example, an average targeted attack
success rate of 50% means that 5 out of 10 target models recognize the adversarial example as the target class.
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Figure 3. Visualization of generated adversarial examples. The source model is adv-RN-50. Each average targeted attack success rate
was calculated over the ten carefully selected target models, which are more difficult to confuse. For example, an average targeted attack
success rate of 50% means that 5 out of 10 target models recognize the adversarial example as the target class.
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Figure 4. Visualization of generated adversarial examples. The source model is adv-RN-50. Each average targeted attack success rate
was calculated over the ten carefully selected target models, which are more difficult to confuse. For example, an average targeted attack
success rate of 50% means that 5 out of 10 target models recognize the adversarial example as the target class.
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Figure 5. Visualization of generated adversarial examples. The source model is Inc-v3. Each average targeted attack success rate was
calculated over the ten carefully selected target models, which are more difficult to confuse. For example, an average targeted attack
success rate of 50% means that 5 out of 10 target models recognize the adversarial example as the target class.
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Figure 6. Visualization of generated adversarial examples. The source model is Inc-v3. Each average targeted attack success rate was
calculated over the ten carefully selected target models, which are more difficult to confuse. For example, an average targeted attack
success rate of 50% means that 5 out of 10 target models recognize the adversarial example as the target class.



(17]

(18]

(19]

(20]

(21]

(22]

impact of residual connections on learning. In Thirty-first
AAAI conference on artificial intelligence, 2017. 1

Christian Szegedy, Vincent Vanhoucke, Sergey Ioffe, Jon
Shlens, and Zbigniew Wojna. Rethinking the inception archi-
tecture for computer vision. In Proceedings of the IEEE con-
ference on computer vision and pattern recognition, pages
2818-2826, 2016. 1

Mingxing Tan and Quoc Le. Efficientnet: Rethinking model
scaling for convolutional neural networks. In International
conference on machine learning, pages 6105-6114. PMLR,
2019. 1

Xiaosen Wang, Xuanran He, Jingdong Wang, and Kun He.
Admix: Enhancing the transferability of adversarial attacks.
In Proceedings of the IEEE/CVF International Conference
on Computer Vision, pages 16158-16167, 2021. 2

Ross Wightman.  Pytorch image models. https :
/ /github . com/ rwightman /pytorch- image —
models, 2019. 1

Eric Wong, Leslie Rice, and J Zico Kolter. Fast is better
than free: Revisiting adversarial training. arXiv preprint
arXiv:2001.03994, 2020. 1

Huanrui Yang, Jingyang Zhang, Hongliang Dong, Nathan
Inkawhich, Andrew Gardner, Andrew Touchet, Wesley
Wilkes, Heath Berry, and Hai Li. Dverge: diversifying
vulnerabilities for enhanced robust generation of ensem-
bles. Advances in Neural Information Processing Systems,
33:5505-5515, 2020. 1


https://github.com/rwightman/pytorch-image-models
https://github.com/rwightman/pytorch-image-models
https://github.com/rwightman/pytorch-image-models

Source : Target model

RN-50

Attack VGG-16 RN-18 RN-50 DN-121 Xcep MB-v2 EF-BO IR-v2 Inc-v3 Inc-v4 Avg.
DI 62.5 56.6 98.9 72.3 5.7 28.2 29.3 4.5 9.2 9.9 37.7
RDI 65.4 71.8 98.0 81.3 13.1 46.6 46.6 16.8 30.7 239 494

Admix,,, —1-RDI 74.2 80.7 98.7 86.8 20.9 59.4 56.1 26.7 42.7 341  58.0
AdmiXx,,, —5-RDI 75.2 83.0 98.4 89.6 36.5 64.7 66.4 44.7 62.5 505 672

SI-RDI 70.5 79.8 98.8 88.9 29.5 56.2 66.2 37.9 56.4 43.6 62.8
VT-RDI 68.8 78.7 98.2 82.5 27.9 54.5 56.1 32.8 45.8 37.9 58.3
ODI 78.3 77.1 97.6 87.0 43.8 67.3 70.0 49.5 65.9 554 69.2
CFM-RDI 84.7 88.4 98.4 90.3 51.1 81.5 78.8 48.0 65.5 59.3 74.6
SI-CFM-RDI 85.9 88.5 98.4 92.3 62.5 81.6 82.7 61.5 74.5 69.7 79.8
Source :

adv-RN-50 Target model

Attack VGG-16 RN-18 RN-50 DN-121 Xcep MB-v2 EF-BO IR-v2 Inc-v3 Inc-v4 Avg.
DI 65.3 81.5 91.5 87.0 32.6 62.5 68.8 36.9 55.3 42.2 62.4
RDI 59.7 83.5 90.7 85.9 39.7 67.0 68.8 44.2 62.4 45.1 64.7

Admix,,,—1-RDI 62.7 83.0 90.3 86.6 46.9 71.8 72.4 48.8 66.3 53.0 682
Admix,,, —5-RDI 54.4 81.0 86.0 81.8 48.8 68.0 68.5 50.7 68.3 529  66.0

SI-RDI 53.9 79.4 87.1 83.8 46.6 66.5 69.5 52.0 69.1 522  66.0
VT-RDI 54.0 76.8 84.7 81.2 38.5 60.3 58.7 42.7 56.1 449 598
ODI 62.0 71.6 84.3 85.0 56.3 66.9 73.0 61.1 71.9 60.0 69.8
CFM-RDI 76.7 86.3 90.9 87.6 67.1 824 834 64.7 77.1 674 784
SI-CFM-RDI 70.0 82.3 86.8 85.7 63.4 79.2 79.4 61.8 76.2 639 749
Source :

Inc-v3 Target model

Attack VGG-16 RN-18 RN-50 DN-121 Xcep MB-v2 EF-BO IR-v2 Inc-v3 Inc-v4 Avg.
DI 29 24 34 5.0 1.9 1.8 3.7 3.0 99.2 4.2 12.8
RDI 3.5 3.8 4.0 7.0 3.1 3.0 59 6.3 98.7 7.1 14.2
Admix,,,, —1-RDI 6.3 6.5 8.8 12.8 6.0 6.1 10.9 12.2 98.7 13.6 18.2
Admix,,, —5-RDI 44 9.0 8.3 13.3 8.2 6.5 12.0 14.8 98.5 16.3 19.1
SI-RDI 4.0 52 57 11.0 6.3 4.6 8.2 11.6 98.8 12.1 16.8
VT-RDI 59 8.9 9.4 13.2 7.4 59 9.8 12.3 98.7 14.7 18.6
ODI 14.3 14.9 16.7 323 20.3 13.7 253 26.4 95.6 31,6 29.1
CFM-RDI 22.9 26.8 26.2 39.1 34.1 27.1 38.6 36.2 95.9 448 392
SI-CFM-RDI 24.4 36.3 323 51.1 44.8 30.9 45.7 52.0 97.5 554 470
Source :

DN-121 Target model

Attack VGG-16 RN-18 RN-50 DN-121 Xcep MB-v2 EF-BO IR-v2 Inc-v3 Inc-v4 Avg.
DI 374 28.7 444 98.7 52 13.1 18.7 4.3 7.1 8.3 26.6
RDI 42.1 48.8 55.7 98.5 10.1 21.0 29.0 12.8 20.8 18.8 358

Admix,,, —1-RDI 53.2 60.7 67.6 98.3 17.8 31.5 394 20.1 31.1 26.5 44.6
Admix,,, —5-RDI 49.6 60.4 65.3 98.6 21.6 34.8 43.5 28.9 41.0 343 478

SI-RDI 45.4 53.0 60.1 98.6 16.1 27.8 37.3 22.0 343 25.8 420
VT-RDI 47.7 56.7 62.1 98.6 20.3 28.7 36.9 254 31.5 272 435
ODI 64.2 64.2 71.7 98.0 314 45.9 56.1 39.8 52.8 459 570
CFM-RDI 76.2 79.0 83.9 97.8 41.1 62.5 68.6 43.6 56.1 53.8 663
SI-CFM-RDI 77.2 81.2 854 97.8 49.7 67.8 74.8 53.8 67.9 59.7 715

Table 1. Extended experimental results on targeted attack success rates (%) against the ten target models on the ImageNet-Compatible
dataset.



Source :

Target model

RN-50
. adv- . . . . . Computation time

Attack RN-50 ViT LeViT ConViT Twins PiT Avg. per image (sec)
DI 10.9 0.1 3.6 0.3 1.3 1.5 29 3.73
RDI 34.8 0.7 13.1 1.9 5.9 6.8 105 3.29
Admix,,,,—1-RDI 524 1.3 22.5 2.5 8.5 84 159 9.73
Admix,,,, —5-RDI  68.6 4.0 36.3 7.7 187 20.0 259 49.19
SI-RDI 59.9 2.9 29.4 6.3 155 179 220 16.16
VT-RDI 64.2 2.9 28.1 5.2 150 140 21.6 19.83
ODI 64.7 5.1 37.0 10.7 20.1  29.1 278 9.05
CEM-RDI 75.5 4.3 46.1 8.9 252 247 308 3.72
SI-CFM-RDI 80.8 124 60.1 16.7 39.7 433 422 18.34
Source :
adv-RN-50 Target model

adv- . . . . . Computation time
Attack RN-50 ViT LeViT ConViT Twins PiT Avg. per image (sec)
DI 98.9 5.7 36.9 10.1 19.2 205 319 3.77
RDI 98.8 10.8 495 19.9 294 358 40.7 3.29
Admix,,,,—1-RDI ~ 98.9  12.1 555 23.1 324 389 435 9.86
Admix,,,,—5-RDI 984  19.7 564 34.1 362 494 490 49.19
SI-RDI 98.7 194 57.6 353 352 521 497 16.34
VT-RDI 98.5 10.6  46.3 20.0 27.1 344 395 19.83
ODI 973 222 577 38.8 40.0 549 51.8 9.04
CFEM-RDI 983 295 69.8 41.8 52,7 59.8 58.6 3.74
SI-CFM-RDI 982 331 689 46.6 522 619 60.1 18.47
Source :
Inc-v3 Target model

adv- . . . . . Computation time
Attack RN-50 ViT LeViT ConViT Twins PiT Avg. per image (sec)
DI 0.2 0.1 0.3 0.0 0.0 0.1 0.1 2.84
RDI 0.8 0.2 1.8 0.2 0.4 0.7 07 247
Admix,,, —1-RDI 2.0 0.1 4.1 0.6 1.4 1.4 1.6 7.27
Admix,,, —5-RDI 5.0 0.8 6.4 1.6 1.6 39 32 36.30
SI-RDI 2.0 0.3 4.1 0.9 0.7 32 1.9 12.23
VT-RDI 32 0.4 5.2 0.8 1.6 1.8 22 14.74
ODI 6.5 0.8 12.4 1.7 35 6.7 53 6.74
CFM-RDI 8.6 2.1 21.9 3.2 6.1 11.6 8.9 2.96
SI-CFM-RDI 19.3 6.1 33.7 6.8 124 225 16.8 14.63
Source :
DN-121 Target model

adv- . . . . . Computation time
Attack RN-50 ViT LeViT ConViT Twins PiT Avg. per image (sec)
DI 32 0.2 3.0 0.4 1.0 1.1 1.5 3.62
RDI 10.1 0.8 8.5 1.3 3.7 45 48 322
Admix-RDI 19.2 1.0 14.7 1.7 6.8 74 8.5 9.46
SI-Admix-RDI 26.7 2.4 21.8 34 10.5 142 132 46.61
SI-RDI 19.2 2.0 16.1 2.4 8.2 11.7 9.9 15.65
VT-RDI 26.6 22 19.2 35 8.3 11.7 119 18.87
ODI 35.6 33 26.9 7.4 147 219 183 9.06
CFM-RDI 43.2 3.6 32.8 6.4 173 21.1 207 3.69
SI-CFM-RDI 54.3 8.0 46.5 11.8 284 355 308 18.18

Table 2. Extended experimental results of targeted attack success rates (%) against one adversarially trained model and five Transformer-
based classifiers with the ImageNet-Compatible dataset. We also report the average computation time to construct an adversarial example.



Source :

RN-50 Target model

ens3-RN-20 Computation time
Attack VGG-16 RN-18 MB-v2 Inc-vd DN-121 Baseline ADP GAL DVERGE Avg. per image (sec)
DI 66.4 71.5 62.7 71.1 84.2 77.9 56.5 143 15.6 57.8 0.64
RDI 66.4 70.9 64.1 73.4 82.8 76.3 55.8 135 14.9 57.6 0.59
SI-RDI 72.9 76.3 77.1 77.0 84.7 81.2 65.5 20.0 224 64.1 3.17
VT-RDI 89.8 87.1 92.6 92.9 93.7 94.4 823 243 31.3 76.5 3.82
Admix,,,, —1-RDI 74.2 78.8 76.2 82.7 89.2 85.2 664 173 184 65.4 1.98
Admix,,, —5-RDI 79.9 82.3 81.3 83.4 90.0 86.0 69.7 228 25.6 69.0 9.06
CFM-RDI 98.3 97.7 99.0 99.0 99.2 98.8 972 549 59.3 89.3 0.72
SI-CFM-RDI 98.5 98.1 99.2 98.9 99.2 98.8 97.3 613 65.8 90.8 5.02
Source :
Inc-v3 Target model

ens3-RN-20 Computation time
Attack VGG-16 RN-18 MB-v2 Inc-vd DN-121 Baselinie ADP GAL DVERGE Avg. per image (sec)
DI 22.8 12.8 32.1 78.7 14.7 32.8 217 38 35 24.8 1.74
RDI 21.3 14.7 339 86.7 16.6 37.6 223 44 5.0 26.9 1.88
SI-RDI 43.1 28.5 514 99.8 30.0 60.9 465 119 9.1 42.4 8.54
VT-RDI 53.7 31.1 72.0 93.3 385 69.6 55.7 89 94 48.0 10.43
Admix,,, —;-RDI 29.6 16.9 433 90.5 19.9 47.4 309 53 5.1 32.1 5.60
Admix,,,, —5-RDI 47.2 32.0 58.1 99.7 34.8 64.0 50.8 149 11.2 45.9 30.94
CEM-RDI 453 29.1 57.2 94.7 339 55.7 422 838 8.3 41.7 2.02
SI-CFM-RDI 62.3 45.5 67.5 99.5 49.9 71.6 60.9 19.1 15.5 54.6 8.84
Source :
DN-121 Target model

ens3-RN-20 Computation time
Attack VGG-16 RN-18 MB-v2 Inc-v3 DN-121 Baseline ADP GAL DVERGE Avg. per image (sec)
DI 443 46.5 39.0 45.6 92.8 41.0 309 93 9.1 39.8 0.95
RDI 43.3 44.8 37.6 46.0 92.9 38.7 28.1 9.4 9.9 39.0 1.01
SI-RDI 51.3 474 48.1 52.6 98.3 46.4 37.5  11.0 11.1 449 6.33
VT-RDI 67.9 62.9 67.1 69.2 91.3 61.3 526 139 16.8 55.9 7.45
Admix,,,, —1-RDI 50.7 539 45.7 52.8 93.1 48.4 37.0 99 104 44.7 2.86
AdmiX,,, —=5-RDI 62.6 58.5 57.9 62.8 98.3 56.4 44.1  14.0 13.8 52.0 14.70
CFM-RDI 97.0 96.5 95.9 97.6 100.0 95.8 919 434 45.1 84.8 1.28
SI-CFM-RDI 97.3 96.2 97.1 97.7 99.6 96.2 92.6 49.1 52.0 86.4 7.44

Table 3. Targeted attack success rates (%) against nine target models, including four ensemble-based defensive models on the CIFAR-10
dataset. We also evaluated the average computation time for crafting an adversarial example.



Source : RN-50 Target model

Comput. time

Attack Xcep MB-v2 EF-BO IR-v2 Inc-v4 ViT LeViT ConViT Twins PiT Avg. .

per image (sec)
None (-MI-TT) 0.6 2.9 1.6 0.1 0.5 0.0 0.0 0.0 0.0 00 06 3.27
RDI 13.1 46.6 46.6 16.8 239 07 13.1 1.9 5.9 6.8 175 3.29
SI-RDI 29.5 56.2 66.2 379 436 29 294 6.3 155 179 305 16.16
VT-RDI 27.9 54.5 56.1 32.8 379 29 281 52 150 140 274 19.83
ODI 43.8 67.3 70.0 49.5 554 5.1 37.0 10.7 20.1  29.1 388 9.05
ODI-RDI 458 65.8 69.0 48.2 514 62 419 11.8 228 319 395 9.77
Admix,,, —1-RDI 20.9 594 56.1 26.7 34.1 1.3 225 25 8.5 84 240 9.73
Admix,,, —5-RDI 36.5 64.7 66.4 447 505 40 363 7.7 187 200 35.0 49.19
VT-Admix,,,—;-RDI 335 61.2 58.9 375 430 49 350 6.1 164 179 314 58.08
CFM 6.3 352 319 49 9.4 0.0 3.1 0.2 0.8 1.2 93 3.35
CFM-RDI 51.1 81.5 78.8 48.0 593 43  46.1 8.9 252 247 428 3.72
CFM-ODI 55.1 72.5 73.4 55.4 60.7 8.6 487 16.7 30.1 39.0 46.0 9.13
SI-CFM-RDI 62.5 81.6 82.7 61.5 69.7 124  60.1 16.7 39.7 433 53.0 18.34
VT-CFM-RDI 57.3 77.4 74.6 55.2 62.0 112 530 15.7 33.6 363 47.6 20.69
Admix,,,—1-CFM-RDI  56.6 84.0 81.7 51.1 64.8 63 523 10.7 28.1 295 465 9.99
Admix,,, —5-CFM-RDI  65.9 81.6 82.6 61.8 699 125 604 16.7 40.0 424 3534 52.57
Source : adv-RN-50 Target model
Attack Xcep MB-v2 EF-BO IR+v2 Inc-vd ViT LeViT ConViT Twins PIT Avg ~COmPul time

per image (sec)
None (-MI-TT) 7.7 18.6 23.8 8.2 6.8 0.6 7.8 1.4 3.6 39 82 3.27
RDI 39.7 67.0 68.8 442 451 10.8 495 19.9 294 358 41.0 3.29
SI-RDI 46.6 66.5 69.5 52.0 522 194 576 353 352 521 486 16.34
VT-RDI 38.5 60.3 58.7 427 449 106 463 20.0 27.1 344 384 19.83
ODI 56.3 66.9 73.0 61.1 60.0 222 577 38.8 40.0 549 531 9.04
ODI-RDI 52.8 65.6 68.8 57.1 56.8 251 573 39.5 380 535 515 9.96
Admix,,, —=1-RDI 46.9 71.8 72.4 48.8 53.0 121 555 23.1 324 389 455 9.86
AdmiX,,, =5-RDI 48.8 68.0 68.5 50.7 529 197 564 34.1 362 494 485 49.19
VT-Admix,,,—;-RDI 42.8 63.4 59.2 45.1 454  13.6  46.7 21.9 282 381 404 58.08
CFM 54.3 80.3 80.5 50.5 579 113 517 18.5 324 336 47.1 3.39
CFM-RDI 67.1 824 834 64.7 674 295 69.8 41.8 527 598 619 3.74
CFM-ODI 55.4 68.6 69.9 56.2 573 276 577 41.7 39.7 558 53.0 9.12
SI-CFM-RDI 63.4 79.2 79.4 61.8 639 331 689 46.6 522 619 61.0 18.47
VT-CEM-RDI 58.4 75.7 73.2 58.1 594 254 613 40.0 452 537 550 20.71
Admix,,,,—1-CFM-RDI  63.6 81.8 81.6 62.1 642 290 67.1 39.9 494 577 59.6 9.97
Admix,,,, —5-CFM-RDI  59.0 75.9 75.5 58.6 58.0 303 649 439 451 576 569 53.05

Table 4. Targeted attack success rates (%) of the combined attacks with multiple techniques against the ten selected target models, which
are more difficult to be disturbed. The experiment was conducted on the ImageNet-Compatible dataset.

Ablation Target model
P Qmaz Xcep MB-v2 EF-BO IR-v2 Inc-v4 VIiT LeViT ConViT Twins PiT Avg.

005 05 55.2 78.7 79.2 54.4 609 157 628 29.1 41.0 479 525
005 075 59.8 82.1 82.3 61.3 653 205 675 33.8 46.2 532 572
0.05 1.0 63.9 83.3 83.9 63.0 68.0 248 69.8 40.1 506 56.6 60.4

0.1 0.5 61.3 81.7 80.8 62.5 64.1 228 69.0 37.4 46.2 54.1 58.0
0.1 075 671 824 83.4 64.7 674 295 69.8 41.8 52.7 59.8 619
0.1 1.0 64.9 81.5 81.0 61.6 66.7 28.1  66.6 41.5 49.6 598 60.1

0.15 05 64.2 82.6 81.9 63.6 67.7 27.0 68.7 41.0 50.8 58.0 60.5
0.15 075 62.6 80.4 80.2 61.1 64.0 28.7 652 40.9 495 56.7 589
0.15 1.0 53.2 73.6 72.5 49.7 522 220 572 34.9 39.0 48.6 503

Table 5. Targeted attack success rates (%) of CFM-RDI with different mixing probability p and upper bound of mixing ratios t;nqz. The
source model is adv-RN-50.
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