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1. Dataset

Because there is no corresponding event sequences in
person Re-ID, we apply a display-camera system and simu-
lator V2E [3] to generate events from three classical video-
based datasets for Re-ID, including PRID-2011, iLIDS-
VID and MARS. Some details are as follows.

PRID-2011 [2]. There are 385 and 749 identities from
two different cameras respectively. The video length ranges
from 5 to 675 frames. To get corresponding event se-
quences from videos, we apply a display-camera system
[1, 5] to record real-scenario person Re-ID data. Specif-
ically, we utilize a screen (IPS, resolution 1920 × 1080,
144Hz) and DAVIS346 color camera. The screen is set at a
50-centimeter distance from the event camera. The display-
camera system is shown in Figure 1(a).

iLIDS-VID [6]. 300 people were captured by two non-
overlapping cameras, resulting in 600 image sequences. We
apply the same display-camera system to record events.

MARS [8]. It contains 17,503 tracklets from 1261 iden-
tities and 3,248 low-quality tracklets captured by 6 cameras
as distracters. There are 625 identities in the training set
and 636 identities in the testing set. Because of the large
scale of MARS, we use the event simulator V2E [3] to gen-
erate synthetic event sequences. V2E employs an accurate
DVS model to synthesize event data from any real or syn-
thetic traditional frame-based video. It can also use Super-
SloMo [4] to upsample the temporal resolution of a normal
camera video.

2. Analysis of Spiking Neural Network

We evaluate the contribution of each component and
compare with standard Res-block to demonstrate the effi-
ciency of our network. Our baseline has six Res-Block to
extract event features. The results are reported in Table 1.
As we can see, when we set the number of SNN from 1 to 2,
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Figure 1. The generation of different dataset. (a) we deploy
a display-camera system to observe real-scenario event data for
PRID-2011 and iLIDS-VID dataset. (b) For MARS, we use the
simulator V2E [3] to produce corresponding event streams.

the mAP and Rank-1 accuracy increases, but when the num-
ber of SNN is 3, the performance drops slightly. It clearly
demonstrates the performance degradations in deep SNNs
because the number of spikes drastically vanish at deeper
layers.

Moreover, we add some Res-block in the following lay-
ers, but the mAP decreases slightly, which means that tra-
ditional convolution has destroyed the spatial distribution
of event streams. It is not suitable for our complemen-
tary learning strategy. When we deploy deformable map-
ping in the deeper layers, the mAP and Rank-1 accuracy
in PRID-2011 and iLIDS-VID dataset still increases con-
tinuously. This phenomenon illustrates that our deformable
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Figure 2. Visual examples of learned feature maps. From top to bottom: (a) original images, (b) corresponding events, (c) feature maps of
events, (d) feature maps of PSTA [7] (w/o events), (e) feature maps of our network (w/ events).

Table 1. Quantitative analysis on different components in Spiking
Neural Network. ”SN” and ”DM” represent spiking neuron and
deformable mapping, respectively. ”Res” means Res block.

Modules PRID-2011 iLIDS-VID
Res SN DM mAP rank-1 mAP rank-1

6 0 0 80.3 71.7 77.4 67.3
0 1 0 81.1 72.6 78.2 68.7
0 2 0 86.2 78.6 83.9 77.3
0 3 0 84.5 76.7 82.1 74.7
5 1 0 82.8 72.5 78.1 69.3
4 2 0 84.6 76.8 78.4 70.7
3 3 0 84.0 76.4 75.8 64.0
0 2 1 92.7 88.8 87.8 81.3
0 2 2 93.4 89.9 89.1 84.0
0 2 3 96.9 96.5 93.2 92.7
0 2 4 95.7 94.4 91.1 87.3

mapping operation can maintain the sparse distribution in
event streams to provide extra brightness information.

3. Visualization

In this section, we show additional feature maps in our
frameworks to demonstrate the effectiveness of events. As
shown in the second row of Figure 2, for occluded frames,
the feature of the baseline can not focus on the regions of
pedestrians due to the influence of occlusions. But when
adding events into the baseline, it still focuses on the better
represented areas of each person.
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