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7. Appendix

7.1. Parameter Setting

We explore three different parameters settings for the
grouping transformer, including the group token number
NG, the grouping block number L, the channel number Cz,
the attention head number NH, and the parameter number,
as shown in Tab. 3. We further show the quantitative results
for each setting in Tab. 4, which demonstrate that the per-
formance improves as the parameter number increases. In
the main paper, we report the results of L-CoIns (Large).

To further investigate the effect of the number of group
tokens, we change NG while maintaining other parameters
of L-CoIns (Large). As shown in Tab. 5, increasing NG

leads to improve qualitative performance. Since more than
80 group tokens could only provide minor improvements,
we select 80 as NG.

Table 3. Different parameter settings.

Model NG L Cz NH Params
L-CoIns (Small) 20 4 768 12 47M
L-CoIns (Base) 40 8 768 12 75M
L-CoIns (Large) 80 12 1024 16 177M

Table 4. Quantitative experiment results of different parameter set-
tings. Throughout the paper, ↑ (↓) means higher (lower) is better.
Best performances are highlighted in bold.

Method Extended COCO-Stuff Multi-instance

PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓
L-CoIns (Small) 25.280 0.91287 0.167 24.389 0.90238 0.175
L-CoIns (Base) 25.409 0.91405 0.164 24.574 0.91105 0.165
L-CoIns (Large) 25.511 0.92104 0.157 24.823 0.91717 0.162

# Equal contributions. * Corresponding author.

Table 5. Quantitative experiment about numbers of group tokens.

NG
Extended COCO-Stuff Multi-instance

PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓
20 25.314 0.91723 0.169 24.544 0.91077 0.170
40 25.447 0.91957 0.164 24.677 0.91413 0.165
80 25.511 0.92104 0.157 24.823 0.91717 0.162

100 25.539 0.92116 0.157 24.855 0.91809 0.160

7.2. Visualization of Statistical Correlation

We visualize the statistical correlation between lumi-
nance and colors by drawing a bar chart that presents the
proportion of three typical colors (i.e., red, green, and blue)
in different luminance intervals. Specifically, we randomly
select 10000 images from the training set and convert them
into HSV color space. After defining the ranges of red,
green, and blue colors in Tab. 6, we calculate the pixel num-
ber of each color belonging to different luminance intervals.
As shown in Fig. 7 top, colors and luminance are statisti-
cally correlated. To break down this statistical correlation
and drive the model towards understanding language de-
scriptions, we propose the luminance augmentation. After
performing this strategy, we redraw the bar chart with the
augmented luminance and show it in Fig. 7 bottom, which
demonstrates independence between luminance and colors.
We show more augmented grayscale images in Fig. 8.

Table 6. Division ranges of typical colors.

red green blue
hue [0◦, 20◦] ∪ [340◦, 360◦] [100◦, 140◦] [220◦, 260◦]

saturation [50, 255] [50, 255] [50, 255]
brightness [50, 255] [50, 255] [50, 255]

7.3. Visualization of Grouping Results

To demonstrate the effectiveness of the grouping trans-
former that aggregates similar image patches for correctly
identifying corresponding regions to be colorized, we visu-
alize the grouping results in Fig. 9.

1



0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

20 30 40 50 60 70 80 90

10
0

11
0

12
0

13
0

14
0

15
0

16
0

17
0

18
0

19
0

20
0

21
0

22
0

P
ro
po
rt
io
n

Luminance

blue

green

red

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

20 30 40 50 60 70 80 90 10
0

11
0

12
0

13
0

14
0

15
0

16
0

17
0

18
0

19
0

20
0

21
0

22
0

P
ro
po
rt
io
n

Luminance

blue

green

red

Figure 7. Visualization of statistical correlation. Top: Before
performing the luminance augmentation, with the luminance in-
creasing, the dominant color gradually changes from blue to green,
and then red. Bottom: After performing the luminance augmen-
tation, all colors have almost the same proportion regardless of
luminance. In this figure, we only consider correlations with lumi-
nances between 20 and 220, since brighter and deeper luminances
are often perceived as white and black, respectively.

7.4. Comparisons with Automatic Methods

We make additional comparisons with existing auto-
matic colorization methods (e.g., CIC [11], ChromaGAN
[6], InstColor [5], and CT2 [7]) to demonstrate the ad-
vantage of the language condition as supervisory signal of
colorization task. The additional quantitative and qualita-
tive comparisons with automatic colorization methods are
shown in Tab. 7 and Fig. 10. With the provided language
description, our method could better colorize the specified
instance according to the preference of the user.

Table 7. Quantitative comparisons with automatic colorization
methods.

Method Extended COCO-Stuff Multi-instance

PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓
CIC [11] 22.156 0.89705 0.224 22.219 0.89623 0.222
ChromaGAN [6] 22.085 0.84161 0.275 22.411 0.85848 0.248
InstColor [5] 23.914 0.90618 0.194 22.661 0.89838 0.218
CT2 [7] 24.217 0.89612 0.187 23.041 0.90257 0.195
Ours 25.511 0.92104 0.157 24.823 0.91717 0.162

7.5. Additional Comparison Results

We show additional qualitative and quantitative compari-
son results with state-of-the-art language-based colorization

Table 8. More quantitative comparisons with language-based
methods.

Method Extended COCO-Stuff Multi-instance

FID↓ R-precision↑ FID↓ R-precision↑
LBIE [2] 32.594 42.276% 27.373 33.571%
ML2018 [4] 33.908 43.443% 29.831 33.214%
Xie2018 [9] 33.137 41.954% 27.796 32.582%
L-CoDe [8] 30.718 44.046% 26.993 34.995%
L-CoDer [1] 30.097 47.103% 27.280 35.769%
Ours 29.506 48.154% 25.151 36.605%

methods, e.g., LBIE [2], ML2018 [4], Xie2018 [9], L-CoDe
[8] and L-CoDer [1]. In Fig. 11, we present more quali-
tative comparison results to demonstrate the advantages of
our method for the four typical language descriptions, as il-
lustrated in Sec. 5.1 of the main paper. In Tab. 8, we show
two more quantitative metrics to measure the distance be-
tween the generated images and original images (Fréchet
inception distance, FID [3]) and whether colorized images
are well conditioned on the given language condition (R-
precision [10]). As the table shows, our method performs
best on both metrics.

7.6. Additional Ablation Results

We present more ablation results in Fig. 12 to study the
impact of our proposed modules. The ablation details are
described in Sec. 5.3 of the main paper.

7.7. Additional Application Results

We present diverse results with various language descrip-
tions to demonstrate the controllability of our method in
Fig. 13. Moreover, we demonstrate our generalization capa-
bility by showing colorization results on legacy black-and-
white photos, as shown in Fig. 14.

7.8. Failure cases

As illustrated in limitation (Sec. 6 of the main paper), our
model still has difficulty capturing regions of small objects
corresponding to color words in a long caption containing
detailed information. Failure cases are shown in Fig. 15.

7.9. Necessity of building multi-instance dataset.

Although existing extended
COCO-Stuff dataset [42] pro-
vides various scenarios with
abundant object categories (left
image), it lacks samples with
distinctive visual characteristics and detailed language de-
scriptions for multiple instances in image (right image).
Therefore, we build the new dataset with these miscella-
neous cases to train the model to learn inter-instance rela-
tionships and assign distinct colors to each instance.
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Original LuminanceGround Truth Augmented Luminance Original LuminanceGround Truth Augmented Luminance

Figure 8. More examples of luminance augmentation. Top left: Enlarging the relative luminance. Top right: Reversing the relative
luminance. Bottom left: Increasing the global luminance. Bottom right: Decreasing the global luminance.

Grouping ResultGrayscale Image Colorization Result Grouping ResultGrayscale Image Colorization Result

The left car is yellow, the middle car is blue, the right car is brown.Tall man wears cinnamon clothes, short man wears orange clothes.

The car in the middle of the picture is yellow, 
and there is a red car beside it.

The left bucket is yellow, the right bucket is blue.

There are two orange flowers. The doll in the left is green, the doll in the right is red.

Figure 9. Visualization of grouping results. Image patches assigned to the same group are represented by the same color.



Ground TruthGrayscale InstColor [5]ChromaGAN [6]CIC [11] L-CoIns

The skater on the left is wearing a pink coat.

The surfboard on the right is red.

Two players in yellow shirts are playing football.

Here are two blue cars.

A person with a purple umbrella stands next to the orange car.

The woman in the middle is wearing green clothes, and the woman on the left is wearing blue clothes.

A player in brown is standing on the blue tennis court.

CT2 [7]

Figure 10. Comparisons with automatic colorization methods. With language descriptions, our model meets the specific requests of users.



Two people in purple coats are standing on the white mountain.

Three cups are yellow, red and orange from left to right on the gray table respectively.

There is a coffee car in the picture.

The woman on the left is wearing orange clothes and the woman on the right is wearing red clothes.

Grayscale Ground Truth LBIE [2] ML2018 [4] XIE2018 [9] L-CoDe [8] L-CoDer [1] L-CoIns

Figure 11. Comparison with language-based colorization. First row: Our method correctly colorizes all corresponding regions (two
purple coats).Second row: Our method assigns the distinct color to each corresponding instance (right orange cup) Third row: Our
method exactly understands the unobserved correspondence (coffee car) Fourth row: Our method shows robustness for the luminance
(red colorizes the woman’s region that has an extremely dark luminance)

An orange car and a red pickup park beside the grass.

A bell pepper in the front is red, and two bell peppers in the back are green.

There is a pair of purple high boots in the picture.

Grayscale W/o GE W/o GA W/o LA W/o CLGround Truth L-CoIns

Figure 12. Additional ablation results. Disabling some parts of our proposed modules degrades the colorization quality.



A green bus is 
on the street.

A purple bus is 
on the street.

A red bus is on 
the street.

A orange bus is 
on the street.

Ground TruthGrayscale

Grayscale
The person on 

the left is in 
yellow coat.

Ground Truth

The left man is 
in tan coat and 
the right man is 

in red coat.

Two persons are 
in blue coat.

The sitting man 
is in pink coat 
and the lying 

man is in purple.

Ground Truth
There is a pink
tricycle on the 

right.
Grayscale

Blue tricycle is 
on the left and 

green tricycle is  
on the right.

The left tricycle 
is purple, the 

right tricycle is
orange.

Red tricycle on 
the left and 

yellow tricycle 
on the right.

Grayscale Ground Truth
The both two

doors are blue.
The right door is  

pink.

The left door is 
brown and the 

right door is  
yellow.

The door with a 
square hole is 
purple and the 
other is orange.

Figure 13. Colorization results under the guidance of various language descriptions.



1941. " Abandoned 
farmhouse in the dry land 

area of the Sandhills 
northeast of Scottsbluff, 

Nebraska. "

Under the blue sky and 
white clouds, there is a 

brown house on the 
green grass.

Two children wear 
purple vests, and the 
man wears blue shirt 

and vest.

1937. “Landless 
sharecropper families.”

1921. "Amplifiers at 
Bolling Field."

There are two green
pipes on yellow earth 

with green grass.

1942. "Instructors at 
leisure after a full day at 
the U.S. Marine Corps 

glider detachment training 
camp."

A man wears  yellow
shirt holding a red coat, 
and the right man wears

blue shirt. 

1936. "Girls with food for 
Fourth of July celebration 

at Delta Cooperative 
Farm."

Two little girls are 
wearing green dresses 

under the blue sky.

Two little girls are 
wearing red dresses
under white clouds.

Two little girls are 
wearing yellow dresses

under gray clouds.

Figure 14. More colorization results of legacy black-and-white photos.

A player is holding a volleyball when a group 
of people in green sportswear come in.

This is a photo of many boys and girls who 
are laughing happily, and the tallest girl is 

wearing an orange coat.

A group of people are dancing on the stage 
in red and green skirts and one of them is 

dressed in yellow pig costume.

Figure 15. Failure cases of our method. Left: Our model has difficulty identifying all skirt regions and recognizing the person in the pig
costume. Middle: It is difficult to determine which girl is the tallest. Right: It is difficult to locate all of the people who are coming in.
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