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1. Additional Implementation Details
Feature extraction network architecture. We use
ResNet34 [3] as our feature extraction network backbone.
The detailed network architecture is given in Fig. 1. Note
that after up-convolution, the shape of resulted feature map
may not be the same as the shape of the feature map to be
concatenated. In this case, we use bilinear interpolation to
rescale them to the same shape.
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Figure 1. Feature extraction network architecture. The max-
pooling layer after the first convolution layer is omitted. Each
residual block is a standard block in ResNet [3]. ”Conv” denotes
convolution, ”UpConv” denotes up-convolution.

Depth sampling in GeNeRF. For both IBRNet and our
method, we sample 64 inverse-depth samples uniformly.
For BARF [4] and GARF [1], the number of inverse depth
samples is 128.

2. Results on LLFF Dataset
We present more qualitative results of the LLFF forward-

facing dataset [5] in Fig. 2 and more geometry visualization
results in Fig. 3.

3. Results on IBRNet’s Self-Collected Dataset
To further support the effectiveness of our method,

we evaluate our method on more IBRNet’s self-collected
dataset [6]. The qualitative results of the rendered image
and the corresponding geometry after finetuning are respec-
tively given in Fig. 5 and Fig. 6. The quantitative results

are given in Table 1. We notice there is a drop in PSNR for
‘usps van’. This is because a large portion of the images
in ‘usps van’ contains the shadow of a moving human (see
Fig. 4), and our method cannot handle moving objects.

Scenes
PSNR ↑ SSIM ↑ LPIPS ↓

Ours Oursft Ours Oursft Ours Oursft

red corvette 18.04 19.46 0.728 0.785 0.345 0.238
usps van 16.96 16.68 0.761 0.766 0.258 0.208
path lamp & leaves 19.10 20.34 0.403 0.56 0.497 0.275
purple hyacinth 18.19 19.48 0.387 0.506 0.448 0.269
artificial french hydrangea 17.61 19.03 0.531 0.600 0.470 0.292
red fox squish mallow 23.26 24.37 0.668 0.700 0.358 0.270
mexican marigold 20.59 21.48 0.506 0.582 0.419 0.240
stop sign 21.27 22.04 0.738 0.803 0.195 0.099

Table 1. Quantitative results of novel view synthesis on ibrnet
self-collected dataset [6]. Oursft denotes our results after finetuned
60, 000 iterations.

4. Results on ScanNet Datasets
We also show the results evaluated on 7 scenes of the

ScanNet dataset [2]. The qualitative results of the rendered
image and the corresponding geometry after finetuning are
respectively given in Fig. 7 and Fig. 8. The quantitative re-
sults are given in Table 2. We can observe that our method
outperforms IBRNet by a large margin. The poor perfor-
mance of IBRNet on this dataset is due to the inaccurate
camera poses. However, our method does not rely on pre-
computed camera poses and the regressed camera poses are
accurate to enable high-quality image rendering.

Scenes
PSNR ↑ SSIM ↑ LPIPS ↓

IBRNet [6] Ours IBRNet [6] Ours IBRNet [6] Ours

scene0671-00 12.29 26.60 0.518 0.910 0.451 0.113
scene0673-03 11.31 23.56 0.457 0.859 0.615 0.156
scene0675-00 10.55 19.95 0.590 0.875 0.589 0.207
scene0680-00 14.69 31.05 0.709 0.958 0.389 0.056
scene0684-00 18.46 33.61 0.737 0.975 0.296 0.052
scene0675-01 10.33 23.56 0.595 0.899 0.548 0.166
scene0684-01 14.69 33.01 0.678 0.967 0.426 0.056

Table 2. Quantitative results of novel view synthesis on ScanNet
dataset [2] after finetuning.
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Figure 2. The qualitative results on LLFF forward-facing dataset [5]. We show the finetuned results for IBRNet and Ours.
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Figure 3. Depth visualization on LLFF forward-facing dataset [5]. We show the finetuned results for IBRNet and Ours.



Figure 4. A moving human shadow on the ‘usps van’ scene.
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Figure 5. The qualitative results on ibrnet self-collected dataset [6].



ar
tif

ic
ia

l f
re

nc
h 

hy
dr

an
ge

a
m

ex
ic

an
 m

ar
ig

ol
d

pa
th

 la
m

p 
&

 le
av

es
pu

rp
le

 h
ya

ci
nt

h
re

d 
fo

x 
sq

ui
sh

 m
al

lo
w

Rendered DepthImage Depth from pose optimizer

st
op

 si
gn

Figure 6. Depth visualization on ibrnet self-collected dataset [6].
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Figure 7. The qualitative results on ScanNet dataset [2].
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Figure 8. Depth visualization on ScanNet dataset [2].
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