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1. Appendix
1.1. Training Curves

To facilitate the readers to observe the training process,
we show the curves of the training loss and the zero-shot
top-1 ImageNet classification in Fig. 1. The base model
is ViT-B/32, the used batch size is 65,536. The model is
trained 32 epochs on LAION-400M.

1.2. Zero-shot Classification Details

We follow CLIP [3] for the zero-shot classification. We
use the same 80 prompts as in CLIP. During evaluation, We
first resize the image to the short side 224 according to the
image ratio and then centrally crop a 224× 224 image.

Dataset Classes Number of Test Images
INet [1] 1,000 50,000
INet-v2 [4] 1,000 10,000
INet-R [2] 1,000 30,000
INet-S [5] 1,000 50,889

Table 1. Information of the evaluation data sets used in our paper.

Our used evaluation datasets include INet [1], INet-
v2 [4], INet-R [2] and INet-S [5]. We show some basic
information in Tab. 1. More information can be found in
Timm1.

1.3. More Experiments

We further evaluate the performance of DisCo-CLIP un-
der different batch sizes. The experiments are conducted on
LAION-100M subset, the models are based on ViT-B/32,
and the number of training epochs is 16. The results are
shown in Tab. 2. We can see that from Tab. 2 larger batch
size always brings in performance gain. Using DisCo-CLIP,
it takes around 2 days to finish training of 16 epochs of
LAION-100M with batch size 32,768 on a cluster with only
8 A100 GPUs.

1https://github.com/rwightman/pytorch- image-
models
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Figure 1. Curve of the training loss on the left and curve of the zero-shot top-1 ImageNet classification accuracy (%) on the right. The base
model is ViT-B/32, the used batch size is 65,536. The model is trained 32 epochs on LAION-400M.

Model Datasets Epochs Steps Batch Size INet [1] INet-V2 [4] INet-R [2] INet-S [5]
DisCo-CLIP LAION-100M∗ 16 200 K 8,192 48.76 41.28 56.67 36.65
DisCo-CLIP LAION-100M∗ 16 100 K 16,384 50.95 43.07 59.24 38.74
DisCo-CLIP LAION-100M∗ 16 50 K 32,768 51.64 43.85 60.07 39.25
DisCo-CLIP LAION-100M∗ 16 25 K 65,536 51.91 44.19 60.52 39.76

Table 2. Performance evaluation of DisCo-CLIP under different batch size. We report top-1 zero-shot classification accuracy (%) on several
data sets. All models are based on ViT-B/32. Our LAION-100M∗ is a 100M subset of LAION-2B.
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