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In this Appendix, we give more details on generalizing
our attack to other DNN watermark methods.

A. Details of attack with CERB on other wa-
termark methods

In Section 4.3 of the main text, we demonstrate that our
method can be well generalized to attack other DNN wa-
termark methods. Here we provide more implementation
details.

A.1. Uchida

Uchida et al. [5] embedded a watermark into the model
weights. The extraction process from the weights is as fol-
lows:

s = step(A ∗Avg(W)). (1)

Specifically, after performing the average pooling
Avg(·), the flattened weight is then transformed by matrix
A to a C-bit signature, where the step function step(·) re-
turns 1 when the condition is non-negative and 0 otherwise.
Through a regular binary cross entropy loss, the extracted
watermark can be regularized to match a signature.

Attack Settings: We adopt the embedding process in
Uchida where the watermark is embedded into a Wide
Residual Network [6] (WRN-10-4) with a depth of 10 and
a widen factor of 4 trained on CIFAR10 [3] for 200 training
epochs. The batch size for training is set to 64 and the initial
learning rate is 0.1. The learning rate decays at epoch 60,
120 and 160 with a rate of 0.2. We use stochastic gradient
descent (SGD) with a momentum of 0.9 for optimization.
The watermark is injected into the third convolutional layer
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weights of the network. The signature is randomly initial-
ized from {0, 1} with a length of 256.

Attack Implementation: In our launched attack, we in-
sert a CERB after the convolutional layer weight and use
the output weight from the CERB for subsequent convolu-
tional operation. We freeze the parameters in other layers
and only optimize the watermark embedded convolutional
weight and the introduced CERB parameters. We use the
same embedding process as the [5] so that the weights after
the attack can match with the new signature chosen by the
attacker. The learning rate is initialized as 0.01 and reduced
by a factor of 0.2 at epoch 60, 120 and 160, respectively.

A.2. DeepSigns

Instead of using model weights for embedding, Deep-
Signs [1] used the output activations from specific layers.
Particularly, DeepSigns regularized the activations of input
samples Dc = {(xi, yi)|yi = c}nc

i=1 from the specific class
c. The regularizer can be formulated as:

s = step(A ∗Avg(f l(xi))), (2)

where f l(·) represents the feature of the l-th layer. The
other steps are the same as those of Uchida’s method.

Attack Settings: The watermark was hidden in the flat-
tened features before the last linear layer in a WRN-10-4
network trained on CIFAR10. The batch size for training is
64 and the embedding process takes 200 epochs of training.
The dimension of the feature in this experiment is 512. The
signature length is 256 and initialized from {0, 1}.

Attack Implementation: To ensure that the feature can
be verified by another signature specified by an attack, We
choose to modify the normalization layer ahead of this fea-
ture with our CERB structure. Specifically, the CERB is
inserted after the affine factors in this normalization layer.
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We only update the affine factors along with the CERB pa-
rameters using the same embedding process as [1], so that
the features after the attack can be successfully verified with
the new signature. The SGD optimizer is chosen for opti-
mization with a learning rate of 0.01. The whole process
takes 200 epochs for training.

A.3. Greedy-Residual

In Greedy-Residual [4], the signature was embedded in
the model weights. We here briefly introduce the extrac-
tion process. After the one-dimensional average pooling
(Avg pool 1D), the flattened model weight Ŵ is trans-
formed to a two-dimension matrix W′ ∈ RC×C′

:

W′ = Avg pool 1D(Ŵ). (3)

Then we only keep the parameters in W′ with larger abso-
lute values in the 2-nd dimension by a ratio of η (we use
the default ratio of 0.5 as set in [4]). Subsequently, the ma-
trix is averaged on the 2-nd dimension and transformed to a
C-dimensional vector whose signs are regularized to match
with a C-bit signature.

Attack Settings: We follow the default setting and fo-
cus on the ResNet18 trained on Caltech-256 [2] dataset for
200 epochs. The optimizer is chosen to be SGD. The initial
learning rate is 0.01 and decays at epoch 100 and epoch 150
with a rate of 0.1. The watermark is embedded in the first
convolutional layer weights. The signature is matched with
the sign of the parameter that is randomly initialized with
{−1, 1} with a length of 256.

Attack Implementation: We modify the normalization
layer behind the target convolutional layer by inserting a
CERB block after the affine factors. Similar to the afore-
mentioned attacks, we freeze parameters in other layers and
only update affine factors in this normalization layer and the
CERB parameters. The learning rate in our attack starts at
0.001 and reduced by a factor of 0.1 after epoch 100 and
epoch 150. We conduct the attack for 200 epochs.
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