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In our supplementary material, we first propose a non-
transformer baseline for our method that builds on VoteNet
[9] in section A. Then, we provide additional experimental
details in section B. Finally, we provide several qualitative
studies in section C. It is also worth mentioning that our
proposed Vote2Cap-DETR sets a new state-of-the-art on
the Scan2Cap online test benchmark (Figure 1).

A. VoteNet Baseline with Set-to-Set Training
In this section, we perform ablation studies by replacing

our Vote2Cap-DETR’s components (SceneEncoder, Vote
Query, Transformer Decoder) with VoteNet to study the be-
havior of non-transformer architecture’s behavior. In Ta-
ble 1, we observe that without delicate hand-crafted relation
modeling modules, the VoteNet baseline surpasses 3DJCG
[2] by 3.48 C@0.5↑, 6.23 C@0.25↑ and achieves compara-
ble results on other metrics with MLE training. The results
demonstrate that the novel caption head and set-to-set train-
ing can also improve non-transformer architecture’s dense
captioning performance. On the other hand, the VoteNet
baseline still falls short in terms of our Vote2Cap-DETR,
which demonstrates that Vote Query can help learn more
discriminate features in an end-to-end manner for end tasks
without resorting to many hand-crafted components as in
VoteNet.

Method IoU = 0.25 IoU = 0.5
C↑ B-4↑ M↑ R↑ C↑ B-4↑ M↑ R↑

3DJCG [2] 64.70 40.17 27.66 59.23 49.48 31.03 24.22 50.80
Ours(VoteNet) 70.93 39.92 28.09 58.88 52.96 30.59 24.40 50.10

Ours(Full) 72.79 39.17 28.06 59.23 59.32 32.42 25.28 52.53

Table 1. VoteNet baseline with set-to-set training. We replace
Vote2Cap-DETR’s components with VoteNet. One can see that
non-transformer VoteNet architecture also benefits from our novel
caption head and set to set training. Although there are still per-
formance gaps with our Vote2Cap-DETR architecture.

*Part of this work was accomplished under supervison by Dr.
Hongyuan Zhu from A*STAR, Singapore.

†Corresponding author.

B. Experiments
We provide comparisons with other 3DETR attempts

(section B.1), studies on an unsupervised pre-trained back-
bone (section B.2), evaluations on the Scan2Cap online test
benchmark (section B.3) as well as additional experimental
details (section B.4 & B.5) in this section.

B.1. Comparison to Other 3DETR Attempts

As few works directly improve 3DETR, we compare
our method with the hybrid matching proposed by (H-
DETR [6], 2022) and the learnable anchor queries proposed
by (Anchor-DETR [13], 2022) in Table 2. Results show
that both methods are inferior to our method. Further, we
find that though hybrid matching accelerates the training of
3DETR-m in the early training epochs, it still falls behind
our approach when the model converges.

Model Modification (20k)AP@0.5↑ (40k)AP@0.5↑ (80k)AP@0.5↑ (160k)AP@0.5↑
3DETR-m - 28.26 37.27 43.41 48.18
3DETR-m hybrid 35.10 42.72 45.83 47.50
3DETR-m anchor 22.94 28.85 35.44 40.06

Vote2Cap-DETR - 32.70 40.90 47.62 52.49

Table 2. Comparison to other 3DETR attempts. We com-
pare the detection performance of different methods that improve
3DETR in the 20k, 40k, 80k, 160k -th iteration.

B.2. Whether a Pre-Trained Backbone Helps

We adopt the vanilla transformer encoder pre-trained on
point clouds reconstructed from single-view depth maps in
(MaskPoint [7], 2022) as the backbone. It is worth men-
tioning that the vanilla transformer encoder is different from
the masked one used in the main paper. For a fair compari-
son, we train Vote2Cap-DETR with the replaced backbone
from scratch as a baseline in Table 3. Experiments show that
the pre-trained backbone does improve performance for 3D
dense captioning compared to training from scratch.

B.3. Scan2Cap Online Test Benchmark

Our proposed Vote2Cap-DETR achieves a new state-
of-the-art for all metrics on the Scan2Cap online test
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pre-train C@0.5↑ B-4@0.5↑ M@0.5↑ R@0.5↑ AP@0.5↑ AR@0.5↑
- 52.67 29.57 24.13 49.70 42.83 60.63
✓ 53.65 30.55 24.43 50.29 43.95 62.62

Table 3. Whether a unsupervised pre-trained backbone helps
improve 3D dense captioning.

benchmark (Figure 1, https://kaldir.vc.in.
tum.de/scanrefer_benchmark/benchmark_
captioning).

B.4. Per-Class mAP Results

We list per class mAP results for VoteNet [9], 3DETR
[8], and our proposed Vote2Cap-DETR on ScanNet scenes
[5] under an IoU threshold of 0.5 in Table 4. The overall
performance is listed in the main paper.

B.5. Implementation Details

Our proposed Vote2Cap-DETR first goes through the
feature encoding module, then we generate vote queries
from the encoded feature as object queries, and we decode
the vote queries to bounding boxes and captions in the end.
Feature Encoding directly operates on the input point
cloud PC to 1,024 tokens with a feature size of 256. We
first tokenizes the input point cloud PC = [pin; fin] ∈
R40,000×(3+din) to point tokens [ptoken; ftoken] ∈
R2,048×(3+256) with a set-abstraction layer [10] with hidden
sizes of [3 + din, 64, 128, 256]. Then, our scene encoder
encodes point tokens [ptoken; ftoken] ∈ R2,048×(3+256) to
[penc; fenc] ∈ R1,024×(3+256). We adopt the same encoder
as 3DETR-m [8], which contains a three-layer transformer
encoder with a set-abstraction layer between the first two
layers. Each encoder layer has a feature size of 256 and
Feed Forward Network (FFN) with a hidden size of 128.
The first encoder layer operates on 2,048 points, while the
last two operate on the 1,024 points downsampled by the
set-abstraction layer. Additionally, three binary attention
masks are applied to each encoder layer with a radius of
[0.16, 0.64, 1.44], respectively, to force the interactions of
points in a given radius.
Vote Query Generator generates 256 object queries
[pvq; fvq] ∈ R256×(3+256) from the encoded points
[penc; fenc] ∈ R1,024×(3+256). It contains an FFN
FFNvote with a hidden size of 256 to generate offset esti-
mation and feature projection with respective to fenc. It also
use a set abstraction layer to gather feature fvq ∈ R256×256

from encoded scene feature for pvq ∈ R256×3 as described
in the main paper.
Parallel Decoding aims to decode the vote queries
[pvq; fvq] to corresponding box estimations and captions.
The transformer decoder consists of eight identical trans-
former decoder layers with four heads for both self-
attention and cross-attention. It operates on vote queries
[pvq; fvq] and encoded feature [penc; fenc] for the final

query feature [pvq, fout] ∈ R256×(3+256). Follow the trans-
former decoder are two parallel heads, the detection head
and the caption head. The detection head generates center
offset estimation ([−0.5, 0.5]3) from vote queries’ absolute
location pvq , normalized size estimation ([0, 1]3), and se-
mantic class estimation from fout using separate FFN heads
with a hidden size of 256. Note that we do not estimate the
rotation angles since ScanNet [5] does not contain any ro-
tated boxes. Our proposed caption head, DCC, generates
captions with respect to final query features fout as Vq and
pvq’s surrounding contextual features Vs. DCC is a two
layer transformer decoder with four heads for multi-head
attentions, as well as a feature size of 256, a sinusoid posi-
tion encoding, and a vocabulary of 3,433 for ScanRefer [3]
and 2,937 for Nr3D [1].

C. Qualitative Results

Qualitative results on Nr3D. We showcase qualitative re-
sults on 3D dense captioning on the Nr3D [1] dataset in Fig-
ure 2. Our proposed Vote2Cap-DETR is also able to gener-
ate tight bounding boxes as well as accurate description for
each object in a 3D scene.
Visualization results of vote queries. We visualize the
vote queries’ position pvq in our Vote2Cap-DETR and seed
queries’ position pseed of 3DETR in Figure 3. Most of the
vote queries focus on objects in a 3D scene, while pseed is
mostly distributed in background areas.
Visualization of detection results. We visualize several
detection results in Figure 4. Our proposed Vote2Cap-
DETR is able to generate accurate box predictions for a 3D
scene.
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Figure 1. Scan2Cap [4] test benchmark. Our proposed Vote2Cap-DETR achieves a new state-of-the-art for all metrics on the Scan2Cap
online test benchmark https://kaldir.vc.in.tum.de/scanrefer benchmark/benchmark captioning.
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Figure 2. Visualization of 3D dense captioning on Nr3D [1]. We visualize several results generated by our proposed Vote2Cap-DETR
comparing with SpaCap3D [11] on the Nr3D [12] dataset. Our proposed method generates tight bounding box as well as accurate descrip-
tion.
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Figure 3. Visualization of vote queries. We visualize absolute position of different object queries, pseed used in 3DETR (marked in blue)
and pvq used in our proposed Vote2Cap-DETR (marked in red) with the input point cloud PC. Most of the vote queries focus on objects
in a 3D scene (as red arrows pointed out), while pseed is mostly distributed in background areas (as blue arrows pointed out).
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Figure 4. Visualization of detection performance. We visualize detection results of VoteNet [9], 3DETR [8], and our proposed Vote2Cap-
DETR. Our proposed Vote2Cap-DETR is able to generate accurate localization results.
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