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In this supplementary material, we provide two sections to better support the arguments and results in the main paper: (a) more details of the specific settings in our experiments for better reproducibility, and (b) more extensive qualitative results to better demonstrate the interpretability of our learned representations. The sections will be presented with information corresponding to different datasets used in the main paper including: Movie Contrastive Learning 30K (MovieCL30K) dataset, Long-Form Video Understanding (LVU) dataset [18], MovieNet dataset [12] [17] and Mature Content Dataset (MCD).

1. Experiment Details

We use PyTorch 1.8 [15] as our deep learning library and NVIDIA Tesla A100/V100 GPUs for computation. During contrastive learning, we use 8 GPUs with distributed data and model parallelism. For supervised learning of MLP on downstream tasks, only 1 GPU is needed.

1.1. MovieCL30K

This section corresponds to §4.1.2 in the main paper.

a. Shot-encoder: Our shot encoder has two key differences comparing with ShotCoL [2]. First, we can select the positive keys during training, which makes training more efficient where we do not use the stale positive keys for epochs before updating them. Second, ShotCoL [2] focused on learning a representation that is most useful for the scene boundary detection task, so it could benefit from contextual and semantic information in a neighborhood size similar to the length of a scene. However, we observed that when the neighborhood size is relatively large (e.g., 16) as selected in ShotCoL, the positive key may end up being almost identical to the query. This is still useful information for scene boundary detection task because there could be almost identical shots in a scene. However, for our objective to learn a representation that focuses on appearance, this may reduce the effectiveness of representations because the positive key is more similar to augmented images which were demonstrated to be less effective in [2].

b. Movie-level similarity learning: When using movie metadata to train the movie encoder (Figure 2 in the main paper) on MovieCL30K, we used SGD to optimize with a learning rate of 0.1, batch size of 256 and epoch number of 100. The same set of hyper-parameters was applied to all three types of movie metadata (co-watch, genre, and synopsis). Recall that within each batch, there are 256 pairs of movies represented by feature matrices extracted from our shot encoder, and the dimension of each feature matrix is $1024 \times 512$. These pairs are passed through $E_{\text{movie}}$ to predict whether two movies are similar based on movie metadata.

c. Scene contrastive learning: After movie-level similarity learning, we select the set of similar scene-pairs based on the learned space in $E_{\text{movie}}$. Specifically, after extracting features of all shots in each input movie by $E_{\text{shot}}$, the movie is represented as a matrix of $M \times 512$, where $M$ is the number of shots in the movie. Notice that the length of the movie is no longer restricted to 1024, so that all shots can be considered during similar scene selection. The feature matrix is then passed to $E_{\text{movie}}$ before the last fully-connected layer, and becomes a new feature matrix. Similar process is done on another movie considered similar to the input movie with $N$ shots, and the shot adjacency matrix $A$ of these two movies takes the size of $M \times N$. We then go through all $9 \times 9$ windows in $A$ with stride 1, and calculate the average value in each window to represent the scene-level similarity of the two movies. Finally, we pop the scene-pairs with top 50% highest scene-level similarity scores while keeping the selected scenes to be non-overlapping. This generates a set of scene-pairs for each type of movie metadata.

With the generated set of scene pairs, we use them for scene contrastive learning following the MoCo framework [9], while substituting encoder to be ViT [4] and optimization to be AdamW [14] instead of SGD [8]. Specifically, following [9], we use feature dimension of 128, queue size of 65, 536, MoCo momentum of 0.999 and softmax temperature of 0.07 during momentum contrastive learning. Following [4] [3], we use learning rate of $1.5e-4$, weight decay of 0.01, number of warm-up epochs of 40, batch size of 128 and number of epoch of 100.
1.2. LVU

When producing the results in Table 2 in the main paper, following [18] where the model of each task is trained separately with parameters selected by validation set, we selected the parameters and hyper-parameters of MLP for each task by the validation set in LVU and presented corresponding results on test set. The hyper-parameters used in MLPs of each task on representations pre-trained by co-watch is shown in Table 1.

<table>
<thead>
<tr>
<th>Hyper-parameters</th>
<th>Learning rate</th>
<th>Batch size</th>
<th>Epochs</th>
<th>Dropout</th>
<th>Classification view</th>
<th>Regression view</th>
</tr>
</thead>
<tbody>
<tr>
<td>place</td>
<td>0.1</td>
<td>128</td>
<td>400</td>
<td>0.1</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>director</td>
<td>1.0</td>
<td>256</td>
<td>400</td>
<td>0.5</td>
<td>1.0</td>
<td>0.1</td>
</tr>
<tr>
<td>relation</td>
<td>0.01</td>
<td>16</td>
<td>400</td>
<td>0.1</td>
<td>0.5</td>
<td>0.1</td>
</tr>
<tr>
<td>speak</td>
<td>0.1</td>
<td>16</td>
<td>400</td>
<td>0.25</td>
<td>0.75</td>
<td>0.1</td>
</tr>
<tr>
<td>writer</td>
<td>0.5</td>
<td>256</td>
<td>400</td>
<td>0.75</td>
<td>0.75</td>
<td>0.1</td>
</tr>
<tr>
<td>year</td>
<td>0.1</td>
<td>32</td>
<td>400</td>
<td>0.1</td>
<td>0.5</td>
<td>0.1</td>
</tr>
<tr>
<td>genre</td>
<td>0.1</td>
<td>128</td>
<td>400</td>
<td>0.25</td>
<td>0.75</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 1. Hyper-parameters used in the MLPs for LVU tasks.

1.3. MovieNet

This section corresponds to §4.3 in the main paper.

a. Place tagging: For the results of Ours in Table 3 in the main paper, we used MLP with two 512-dimensional hidden layers optimized by SGD with leaning rate of 5.0, dropout of 0.25, epoch number of 200 and batch size of 512. The problem was formulated as a multi-label classification task and optimized by BCEWithLogitsLoss [15].

b. Scene boundary detection: For the results of Ours in Table 4 in the main paper, we used MLP with two 512-dimensional hidden layers optimized by SGD with leaning rate of 0.03, dropout of 0.8, epoch number of 800 and batch size of 4096.

1.4. MCD

We used SlowFast 8x8 R50 and SlowFast 8x8 R101 for the SlowFast models [6] used in Table 5 in the main paper. Both models take 64 frames from each video clips. When extracting representation from the SlowFast models, we used the average pooling layers before the final classification layer, and the representation has 2304 dimensions concatenated from the slow and fast pathways. Similarly for the X3D-L model [5], we used the fully connected layer before the final classification layer, which has 2048 dimensions, and the X3D-L model takes 16 frames from each video clips. For the CLIP model [16], we used ViT-B/16 based visual encoder, and it takes the same 9 frames as the input to our model from each video clip. We first extracted the embeddings with 512 dimensions from each frame and then do an average pooling across all 9 frames, which is used as the representation for the CLIP model. For training the model to classify the age-appropriate activities, we used a 3-layer MLP model with 512 nodes in the hidden layers.

2. Additional Results

2.1. MovieCL30K

We present the similar scene pairs selected by our scene representation learned on co-watch in Figure 1. We also present the similar scene-pairs found by pre-trained CLIP visual features [16] in Figure 2 and the ones found by pretrained Merlot Reserve visual features [19] in Figure 3, respectively. We can see that scene-pairs found by our approach are significantly more thematically similar, while the ones found by other features focus much more on appearance similarity. Moreover, CLIP [16] and Merlot Reserve [19] features produce results that are mostly related to human faces, which is not sufficiently useful for general-purpose semantic scene understanding. These observations provide insights about the effectiveness of our approach on a wide variety of downstream tasks related to semantic scene understanding compared to other state-of-the-art representations. Lastly, we can also noticed that the scenes pairs found by Merlot Reserve visual features [19] are similar to the ones found by CLIP visual features [16], which can indicate that the added audio modality in Merlot Reserve in not directly influencing the distribution of embedding in visual encoder before the modalities are fused.

2.2. LVU

To demonstrate the effectiveness of our learned scene-representation, we use the place-labeled scenes from LVU data [18] in a retrieval-setting. Specifically, using query scenes each with a particular place-label from the validation-set, we retrieve 1, 5, and 10 nearest neighbors from the training-set using their L2 distances. Precision results for various settings are given in Table 2 where our encoder is compared with the pre-trained visual encoder of CLIP [16] and the SlowFast model [6] pre-trained on Kinetics [1] and AVA [13].

Moreover, to provide qualitative insights into the effectiveness of our learned scene-representation, Figure 4 shows the retrieval results using an example query for 4 of the 6 categories based on ours as well as CLIP [16] visual representation. It can be seen that although CLIP visual representation can capture local appearance-based patterns effectively, it is not able to capture longer-duration semantic aspects of scenes. In contrast, our representation is able to
Given a similar movie-pair *Need For Speed* and *The Fast & Furious: Tokyo Drift*, we present representative examples from the set of similar scene-pairs (connected by orange arrow) found by our representation (sorted by similarity). Comparing with the ones found by CLIP visual feature [16] in Figure 2 and Merlot Reserve feature [19] in Figure 3, these scene-pairs are more thematically meaningful, which contributes to the effectiveness of our representation on downstream tasks related to semantic scene understanding.
Figure 2. **Similar scene-pairs found by CLIP** - Given a similar movie-pair *Need For Speed* and *The Fast & Furious: Tokyo Drift*, we present representative examples from the set of similar scene-pairs (connected by orange arrow) found by CLIP visual feature [16] (sorted by similarity). Comparing with the ones found by our representation in Figure 1, these scene-pairs focus more on appearance-based similarity and are mostly related to human faces, which are not sufficiently semantically meaningful for semantic scene understanding.
Figure 3. **Similar scene-pairs found by Merlot Reserve** - Given a similar movie-pair *Need For Speed* and *The Fast & Furious: Tokyo Drift*, we present representative examples from the set of similar scene-pairs (connected by orange arrow) found by Merlot Reserve visual feature [19] (sorted by similarity). Comparing with the ones found by our representation in Figure 1, these scene pairs are more similar to the ones found by CLIP in Figure 2, which focus more on appearance-based similarity and are mostly related to human faces, which are not sufficiently semantically meaningful for semantic scene understanding.
Table 2. The place-labeled scenes in LVU data [18] are formulated to a retrieval setting, where the goal is to retrieve similar scenes from training-set given query scenes from validation-set. Representations pre-trained on different configurations as specified in the table are compared. The precision results for different place categories are reported with the size of retrieved set to be 1, 5 and 10.

Figure 4. Qualitative results of place retrieval using LVU data [18] are shown. For each query scene in validation-set, two similar scenes from training-set are retrieved based on ours and CLIP visual representation [16]. Example results show that our feature can capture both scene-appearance as well as their broader thematic signature, while CLIP [16] can only capture scene-appearance effectively.

capture the appearance as well as semantic aspects of scenes effectively, and is therefore able to avoid the types of confusions that confound the CLIP representation.

We applied average pooling instead of concatenation on CLIP feature [16] because during retrieval, we do not want the order of shots to influence the results, thus, having one vector per input scene is reasonable. Notice that for the place of airport, both our representation and CLIP have top-1 accuracy of 0, it is because the number of query is very limited in the validation set of LVU [18] (4 airport-labeled scenes), and thus the airport example presented in Figure 4 comes from the top-2 retrieval result.

In Figure 5, we show five example scenes with their ground truth genre in LVU as well as our prediction. We can see that our model was able to capture the feature that is useful for correct genre prediction in most cases. For cases like example 5 on the last row, we assume it is because it is sometimes difficult to identify genre from just one scene in the movie, and since the meta information like genre in LVU was retrieved from IMDB entries [18], they can not always reflect the genre of a specific scene.

In Figure 6, we show six examples from the way-of-speaking prediction task in LVU. We can see that when the visual information is sufficient to make predictions, our model can perform well, but for cases like example 6 on the last row, it can be insufficient to predict just based on visual cues, and this might indicate that for tasks like way-of-speaking prediction, it may be beneficial to include audio modality for better accuracy. This also corresponds to the results in Table 2 of the main paper, where the accuracy of way-of-speaking is lower than other tasks. For relationship prediction in Figure 7 we can see that the model can make ambiguous predictions when there are more than one pairs of characters in the scene, and this may indicate that when analyzing relationship in scenes, it can be helpful to focus more on leading characters.
Figure 5. Additional qualitative results on LVU datasets [18]. Five example scenes with their ground truth genre labels as well as our predictions are shown. For example 5, our prediction is different from the label even though looking only at the visual content of this particular scene it makes sense to infer it as a romantic scene. Our hypothesis is that as the genre label of the LVU dataset was acquired from movie-level meta data, sometimes it is not directly applicable to the genre of all of the constituent scenes of a movie.

2.3. MovieNet

We present qualitative results on MovieNet [12] [17] dataset in Figure 8. This corresponds to Table 3 and Table 4 in the main paper and includes examples on place tagging as well as scene boundary detection (SBD) tasks. We show three examples from test set of MovieNet, and in each example, there are two scenes divided by the green dotted line. For each scene, the task is to predict what are the multi-label place tags of the scene, and for the two scenes together, the goal is to predict whether the shot boundaries between each pair of shots are also scene boundaries.

We can see that for SBD, our model can perform well to clearly identify the scene boundaries. For place tagging, it is a much more difficult task involving holistic understanding of the scenes, and although our model outperformed existing state-of-the-art models by a large margin in Table 3 in the main paper, it is still a really challenging and unsolved task. For example, some places are not easy to identify based on a few frames (e.g. playground), and some places can vary a lot in term of appearance but have same place tag (e.g. car). This is also partially caused by the lack of labeled data, where for the 90-category multi-label problem, there are 19.6K place tags, with \( \sim 11.7K \) for training, leading to \( \sim 130 \) labeled training tags per category on average.

2.4. MCD

Representative examples from the three age-appropriate activities in MCD dataset are provided in Figure 9. We also show the samples for each of the 4 classes of our MCD dataset in Figure 10 along with the corresponding detection results (i.e., the class with maximum probability) from both our model and CLIP model. For sex examples, we
Sometimes the relationship can be ambiguous when there are more than two leading characters in the scene. Also, the uncertainty of some relationships makes prediction even more challenging. For example, it can be difficult to distinguish husband-wife and boyfriend-girlfriend without semantically understanding of context and plot.

Although our model outperformed existing state-of-the-art models by a large margin in Table 3 in the main paper, multi-labeled place tagging is still a really challenging problem. Some tags may not be apparent and the intra-category variance is large in this task.

We can see that our model has higher confidence scores compared to CLIP model especially when the images have dark illumination. For violence, the CLIP model sometimes mistakes scenes with two closed persons as sex as shown in the first example. Similarly for drug-use examples, our model classifies them more confidently, and CLIP model misses the small cigarette in the third example and classifies it as none. The none examples show that the CLIP model often mistakes them with other classes, such as violence and drug-use, while our model is able to classify them correctly. This indicates our scene representation performs better than CLIP on age-appropriate activities, demonstrating the effectiveness of our representation in video moderation.
3. Additional Insights

a. Details of scene adjacency matrix: Consider an example movie-pair $x_1$ and $x_2$ with $m$ and $n$ number of scenes respectively. The shape of their scene adjacency matrix $B$ is $m \times n$. Each value in $B$ indicates the similarity score between two scenes, one from each movie. We rank all the similarity scores in $B$ so that we know which pairs of scenes are most similar. We first select the scene-pair (say $m_0$ and $n_0$) in $B$ with the highest similarity score and add it to $P_{\text{scene}}$. Moreover, we keep a record of this scene-pair, so that $m_0$ and $n_0$ will not be selected again from movie-pair $x_1$ and $x_2$. We then move on to the scene-pair corresponding to the second highest value in $B$, and only add it to $P_{\text{scene}}$ if neither of the scenes in that scene-pair is $m_0$ or $n_0$. We carry out this process for the top 50% of the most similar scene-pairs in $B$. This movie-pair level routine is repeated for all pairs of movies in our dataset to build $P_{\text{scene}}$.

b. Effectiveness of pre-trained CLIP weights: In general, it has been demonstrated that pre-training does not always result in improvements [10]. Specifically for our case, there are two key reasons why using pre-trained CLIP does not offer additional benefits. First, the domain gap between pre-trained CLIP (internet images and texts) and our data (movies) is quite high. Second, CLIP uses individual images and incorporates no temporal information. However, our use of scenes heavily relies on information among frames and shots.
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