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1. Architecture
We provide the details of the 2D model and 3D model

in our framework. The 2D model is shown in Figure. 1,
which is composed of ResNet-50 [5] as a shared encoder,
three decoders, and multiple prediction heads. We em-
ploy Panoptic-Deeplab [2] as our 2D panoptic segmenta-
tion, which contains one ASPP-decoder [1] followed by
center head and offset head to predict 2D center map c2d and
regress 2D offsets △c2d, respectively, and another ASPP-
decoder with semantic head to predict semantic map s2d.
The final decoder followed by the depth head and multi-
plane occupancy head is designed to predict depth d and
multi-plane occupancy omp, respectively.

With the 3D feature generated by our occupancy-aware
lifting as input, a 3D refinement model is applied to predict
3D results , as shown in Figure. 2. Specifically, we convert
ResNet-18 [5] and ASPP-decoder [1] to 3D to combine into
our 3D encoder-decoder and reduce the channels of the 3D
model due to limitations on graphics memory. Similar to
the 2D model, we adapt one shared encoder and three de-
coders for 3D prediction. 3D semantic map s3d

′
is refined

by the 3D semantic head following one decoder, and 3D
offsets △c3d

′
is predicted by 3D offset head following an-

other decoder, and 3D occupancy o3d is obtained by the dot
product of two outputs predicted by two heads with the last
shared decoder. One output with BCE loss is designed to
obtain the course 3D occupancy, and the other with L1 loss
regresses the Truncated Signed Distance Function (TSDF).
Finally, The panoptic 3D scene reconstruction result is pro-
cessed by our proposed bottom-up panoptic reconstruction.

2. Additional Quantitative Results
Table 1 shows the PRQ for each category on the syn-

thetic dataset 3D-Front. Our bottom-up framework “BU”
outperforms the top-down methods [3, 4, 6, 7] for almost
all categories. With our occupancy-aware lifting, “BUOL”
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achieves further better performance for each category.
Overall, our BUOL improves the baseline by +6.55% PRQ
and the state-of-the-art [3] by +11.81% PRQ, respectively.

The PRQ for each category on the real-world dataset
Matterport3D is shown in Table 2. Our proposed BUOL
outperforms the other top-down methods [3, 4, 7] a lot.
Compared with Dahnert et al. [3], our method achieves
higher performance for all categories and improves the
overall PRQ by 7.46%. For a fair comparison, we also
compare BUOL with our strong baseline Dahnert et al.
[3]+PD, and our framework achieves +4.39% PRQ better.
The quantitative results show that our bottom-up framework
with occupancy-aware lifting outperforms the state-of-the-
art methods in both synthetic and real-world datasets.

3. Additional Qualitative Results
Our additional qualitative results on the synthetic dataset

3D-Front are shown in Figure. 3. Comparing the results in
each row, our BUOL reconstructs instances and segments
them better. For example, the chairs in rows 1, 2, 5, and 6
are more complete than the other models, and the shape of
instances in each row is also closer to the ground truth.

Figure. 4 shows the additional qualitative results on
the real-world dataset Matterport3D. Both thing and stuff
categories are reconstructed and segmented better by our
BUOL. Comparing the shape of the wall in each row, our
method performs closer to the ground truth. And comparing
the model results of the pillows in row 1, the chairs in rows
3 (upper left) and 5 (left), and the table in row 3, our BUOL
assigns the correct category to each instance while TD-PD
assigns the wrong category. And comparing the model re-
sults of the flowers and platform in row 2, the floor and in-
stances in row 4, and the chairs in row 5, the reconstruction
results of our method are better.

Comparing all the results in detail of both synthetic and
real-world datasets, both “BU” and “OL” in our Bottom-
Up framework with Occupancy-aware Lifting lead to better
Panoptic 3D Scene Reconstruction from a single image.
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Figure 1. The 2D model in detail of our BUOL.
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Figure 2. The 3D model in detail of our BUOL.
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Figure 3. Qualitative comparisons on 3D-Front. The BUOL and BU denote our Bottom-Up framework w/ and w/o our Occupancy-aware
lifting, respectively, and BU-3D denotes the bottom-up framework with instance grouping by 3D centers, and the TD-PD denotes Dahnert
et al. [3]∗+PD. And GT is the ground truth.

Method Cabinet Bed Chair Sofa Table Desk Dresser Lamp Other Wall Floor PRQ
SSCNet [7]+IC 7.80 16.60 7.90 13.30 12.10 5.50 0.50 0.70 7.90 15.20 38.70 11.50

Mesh R-CNN [4] 29.70 13.30 24.10 24.40 28.50 23.50 14.40 1.40 28.70 - - -
Total3D [6] 17.25 4.56 18.76 14.07 19.40 16.79 7.04 8.13 17.97 8.27 33.61 15.08

Dahnert et al. [3]∗ 43.59 49.86 27.43 42.07 40.18 34.05 40.43 8.77 42.21 57.63 77.93 42.20
Dahnert et al. [3]∗+PD 47.67 59.00 36.59 51.96 42.72 38.70 47.18 12.47 43.93 62.22 79.66 47.46

Our BU 54.81 55.77 43.10 54.81 50.60 49.02 49.23 14.74 49.15 62.73 74.37 50.76
Our BUOL 56.06 64.13 46.46 56.61 52.72 52.08 50.97 17.44 51.08 64.63 81.97 54.01

Table 1. The PRQ for each category on 3D-Front. “*” denotes the trained model with the official codebase released by the authors.
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Figure 4. Qualitative comparisons on Matterport3D. The BUOL denotes our Bottom-Up framework with Occupancy-aware lifting, and
the “TD-PD” denotes Dahnert et al. [3]∗+PD. And GT is the ground truth.

Method Cabinet Bed Chair Sofa Table Desk Dresser Lamp Other Wall Floor Ceiling PRQ
SSCNet [7]+IC 0.07 0.11 0.61 0.07 0.53 0.00 0.00 0.00 0.19 0.34 3.96 0.00 0.49

Mesh R-CNN [4] 3.10 10.00 14.80 12.00 7.90 0.00 0.00 2.80 6.00 - - - -
Dahnert et al. [3] 12.33 10.24 9.75 14.40 8.07 0.00 0.00 0.00 2.26 10.92 16.54 4.88 7.01

Dahnert et al. [3]∗+PD 9.73 20.13 11.95 12.19 4.87 0.00 0.00 2.68 4.42 16.72 31.53 6.73 10.08
Our BUOL 13.24 27.67 16.26 17.88 11.68 1.21 1.52 3.58 5.73 19.97 38.26 16.59 14.47

Table 2. The PRQ for each category on Matterport3D. “*” denotes the trained model with the official codebase released by the authors.
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