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A. One-shot Transfer Results
In this section, we provide details and full results for one-

shot fine-tuning and prompt tuning on human parsing and
pose estimation. For each experiment, we sample ten sets
of images with different random seeds; we also grid search
on both iterations and learning rates until performance con-
verges. The reported results are based on the best config
found for each setting.
Data sampling. In one-shot transfer experiments, only one
image per class is used for a task [9]. Table 1 shows the
number of sampled images on one-shot transfer tasks. Note
that in UniHCP, classification tasks are multi-label classi-
fication for human parsing, pose estimation, and attribute
recognition, where each query performs binary classifica-
tion via the global probability unit. Therefore, we also make
sure the presence of cases where a class is absent is cov-
ered in our samples. Such handling avoids the query simply
learning to output 1 when the corresponding class always
presents within the sampled images. On the other hand,
when a class does appear in most of the images, e.g., all
keypoint joints in pose estimation or the background class
in human parsing, we are able to achieve reasonably good
results without such handling, thus we do not intention-
ally sample “not present” case for keypoint joints and back-
ground class in our experiments.

Table 1. Number of sampled images on one-shot transfer tasks. As
we can easily find pose samples with all keypoint joints present in
the image and do not have to consider the case where a joint is
absent as explained above, we only need one sample to perform
one-shot transfer on pose estimation.

Parsing/ATR [19] Pose/MPII [2]

Sampled images 3 ∼ 4 1

Number of tunable parameters. For fine-tuning settings,
all parameters are tuned. For prompt tuning on human pars-
ing, we follow [21, 44] and add learnable prompt tokens in
decoder layers. We update queries, additional prompt tokes,
and layer normalization weights. For prompt tuning on pose
estimation, we only update queries and their associate posi-
tion embeddings. Table. 2 shows the number of parameters

of each learnable component in prompt tuning.

Table 2. Number of tunable parameters for prompt tuning on hu-
man parsing, pose estimation, and pedestrian attribute recognition.

Parsing/ATR Pose/MPII Attribute/PETA

Query 9216 8704 35840
Deep prompt [21, 44] 32256 - -
LN [44] 16128 - -

Learnable parameter ratio 0.053% 0.008% 0.033%

A.1. Human Parsing

Table 3 shows the full one-shot results for fine-tuning
and prompt tuning on human parsing.

Table 3. One-shot human parsing results on ATR, evaluated by
pACC. FT - finetuning, PT - prompt tuning.

1 2 3 4 5 6 7 8 9 10 avg. std.

FT 91.28 91.21 90.75 87.90 91.48 92.14 89.67 89.36 90.67 90.48 90.49 1.22
PT 93.31 92.99 93.41 92.31 93.89 95.16 93.41 93.81 94.01 94.23 93.65 0.77

A.2. Pose Estimation

Table 4 shows the full one-shot results for fine-tuning
and prompt tuning on pose estimation.

Table 4. One-shot pose estimation results on MPII, evaluated by
mAP. FT - finetuning, PT - prompt tuning.

1 2 3 4 5 6 7 8 9 10 avg. std.

FT 64.18 78.68 78.18 60.52 73.71 67.80 70.44 57.20 79.26 76.07 70.60 7.53
PT 87.32 86.13 87.33 77.44 85.91 81.16 88.29 71.97 87.45 85.29 83.83 5.08

B. Few-shot Transfer Results for Pedestrian
Attribute Recognition

In this section, we provide the few-shot transfer results
for finetuning and prompt tuning on pedestrian attribute
recognition. Different from human parsing and pose es-
timation datasets, the targeted downstream pedestrian at-
tribute recognition dataset PETA [6] contains images from
ten different domains. Randomly sampling only one image
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per class may mislead the queries to extract domain-biased
representation, and we found the one-shot result is poor for
both finetuning and prompt tuning under this setting. There-
fore, we loosen the data constraint to few-shot setting to
evaluate the data-efficient transfer performance on pedes-
trian attribute recognition. Similar to one-shot experiments,
we conduct the experiment on ten different sets of images,
grid search on hyperparameters, and report results based on
the best config for each setting.
Data sampling. PETA has ten different domains and 35
different attributes. For each domain, we sample images
until both “present” and “not present” cases appeared at
least once for each attribute; we sample multiple times and
take the one with the least samples as a few-shot dataset.
It takes 68 ∼ 75 samples to satisfy this constraint in our
experiments.
Number of tunable parameters. All parameters are tuned
for finetuning. For prompt tuning, we only update queries
and their associate position embeddings. The number of
tunable parameters in prompt tuning is shown in Table 2.
Results. Table 5 shows the full few-shot results for pedes-
trian attribute recognition; prompt tuning achieves better
performance with a smaller standard deviation.

Table 5. Few-shot pedestrian attribute recognition results on
PETA, evaluated by mA. FT - finetuning, PT - prompt tuning.

1 2 3 4 5 6 7 8 9 10 avg. std.

FT 59.41 61.03 59.17 61.73 59.11 61.30 59.31 60.46 60.30 61.38 60.32 0.96
PT 61.71 61.53 62.41 62.52 61.19 63.29 61.58 61.66 62.94 63.12 62.20 0.72

C. Full Ablation Results on Weight Sharing
In Table 6, we provide full results for the ablation study

in Section 4.3. UniHCP achieves comparable performance
with using task-specific interpreters while sharing most of
the parameters among different human-centric tasks.

D. Additional Architecture Details
D.1. Task-guided Interpreter

Since the task-guided interpreter decodes each query
token independently, we formulate the interpreter design
by describing the generation of each output unit element
y ∈ Y from query token q ∈ Qt.
Feature vector unit Yf : as the query token is already in a
feature space, we do not add any additional postprocessing.
we have yf = q, yf ∈ RC , where C is the output dimension
of the decoder.
Global probability unit Yp: we apply a 1-lyr MLP (i.e.
linear projector) followed by a sigmoid function σ, on
top of query token q to yield global probability yp ∈ R1.
Local probability map unit Ym: We denoted visual to-
kens from the encoder as F ∈ RCe×H/16×W/16, where Ce

denotes the output dimension of the encoder, H × W de-
noted the original image size and 16 is the patch size of
ViT-B. F is forwarded through two consecutive deconvolu-
tion layers with hidden dimension Ce to upscale the feature
map to F̃ ∈ RC×H/4×W/4. The query token q is applied
with a 3-lyr MLP to get the embedding q̃ ∈ RC . We obtain
the final probability logit map ym ∈ RH/4×W/4 by calcu-
lating the dot product between q̃ and F̃, broadcasted in the
spatial dimensions.
Bounding box unit Ybbox: Similar with [43], the query
token q is applied with a 3-lyr MLP to get the box offset
prediction logits q̃ = [α∇cx, α∇cx, αh, αw], q̃ ∈ R4. With
its associated anchor point Aq = [cx, cy], we yield the final
box prediction ybbox = [σ(α∇cx + σ−1(cx)), σ(α∇cy +
σ−1(cy)), σ(αh), σ(αw)], where σ−1 denotes the inversed
sigmoid function.

D.2. Positional Embedding for Encoder

The positional embedding for the encoder is shared
across tasks and is interpolated according to the spatial size
of the patch projected input image. The maximum image
resolution during training is 1333 × 800 (or 800 × 1333),
which will then be padded to 1344× 800 before patch pro-
jection (rounded up to be divisible by patch size 16). Thus,
the maximum H/W dimension for images after patch pro-
jection is 84. Accordingly, we set the number of tokens for
learnable positional embedding to 84× 84 = 7056.

D.3. Decoder Positional Embedding Projector

The positional embedding projector proj follows the de-
sign in [30]. The coordinate is first encoded by sine-cosine
position encoding function [27] and then projected by a sim-
ple 2-Layer MLP.

D.4. Auxiliary Loss:

Apart from the loss for Qt
L after L-th decoder block, we

also add auxiliary losses to intermediate queries for pose
estimation, human parsing, and pedestrian detection follow-
ing the best practices in [4, 5, 38]. For pose estimation and
human parsing, the auxiliary loss is calculated on Qt

l for
l ∈ {0, ..., L − 1} following [5]. For pedestrian detection,
the auxiliary loss is calculated on Qt

l for l ∈ {1, ..., L− 1}
following [4, 38].

D.5. Pose Estimation

For pose estimation, we set λpar = 0.001. During the
inference time, when the metric requires a confidence score
for keypoint filtering and NMS (e.g. mAP), we additionally
multiply the global probability prediction yp to the confi-
dence score and lower the visibility threshold to 0.05 ac-
cordingly.



Table 6. Detailed results for different parameter-sharing methods.

Methods
Shared module Parsing/mIoU ReID/mAP Detection//mAP Pose/mAP Attribute/mA

Average
Encoder Decoder Task heads H3.6 LIP CIHP Market1501 MSMT17 CUHK03 CrowdHuman COCO AIC OCHuman PA-100K RAPv2

Baseline ✓ ✓ ✓ 64.6 61.9 64.4 82.1 59.0 59.9 80.5 73.5 29.0 77.0 81.0 75.3 67.4
(a) ✓ ✓ 65.4 61.6 64.1 82.7 59.9 62.1 82.2 73.5 27.9 74.9 81.3 73.0 67.4
(b) ✓ 64.2 59.8 61.1 76.9 51.3 51.0 36.2 71.3 25.6 69.0 81.9 78.7 60.6
(c) ✓ by tt by tt 64.1 61.6 63.0 79.4 54.4 56.3 68.4 72.7 26.8 71.3 82.1 79.8 65.0

E. Additional Training Details
Loss Weight wD: for dataset D′, its loss weight wD′ is
calculated as follows:

wD′ =
bD′wtD′∑
D∈D bDwtD

, (1)

where bD denotes the batch size allocated to dataset D and
wtD denotes the sample weight for task type tD. The loss
weight is normalized so that it only controls the relative
weight for each dataset. Samples belonging to the same
task type are treated with equal importance. Since different
task types have different loss functions, image input reso-
lution, number of samples, and convergence pattern, their
loss weight should be set differently. For a reasonable loss
weight trade-off between tasks, we gradually add task types
one at a time in a small 10k iteration joint training setup and
sweep sample weights for the newly added task type. Af-
ter the hyperparameter search, we set wreid = 10, wpar =
1× 10−2, wseg = 5, wpose = 2× 103, wpeddet = 2.
Dataset-wise Configurations: we provide detailed dataset-
wise training configurations in Table 7. In addition to
these training datasets, downstream datasets are ATR [19],
SenseReID [37], Caltech [7], MPII [2] and PETA [6].

F. Additional Finetuning Details
We provide major finetuning configurations in Table 8;

other settings are identical to the training config.

G. Ethics
In this work, we proposed a model to unify multiple

human-centric tasks and trained the model on a huge collec-
tion of public and widely used human-centric datasets. We
acknowledge that the resulting model demonstrates good
performance on public ReID benchmarks and thus may be
associated with potential identity information leaking with-
out consent if misused. Therefore, the pretrained model will
be released only on a case-by-case basis, and the requester
must sign an agreement limiting the usage to research pur-
poses only. In addition, the pretrained query tokens for
ReID tasks will be excluded from the model release.



Table 7. UniHCP joint training setup. †the batch size for pedestrian detection is reduced due to high GPU consumption.

Task Type Dataset
D

Batch Size
bD

Batch Size
per GPU

Dataset
Epoch bDwtD GPUs Number of

Samples
Sample

Weight wtD

Pedestrian
Detection

CrowdHuman [24]

212† 4 130.19† 424 53 170,687 2

EuroCity Persons [3]
CityPersons [34]
WiderPerson [35]
WiderPedestrian [23]
COCO-Person [20]

Person
ReID

Market-1501 [39]
96 96 199.06 960 1 50,549 10CUHK03 [17]

MSMT17 [31]

DGMarket [41]
415 415 200.04 4150 1 217,453 10PRCC [33]

LaST [25]

Pose
Estimation

COCO-Pose [20] 286 286 200.1 572000 1 149,813 2000
AI Challenger [32] 720 240 199.46 1440000 3 378,352 2000
PoseTrack [1] 185 185 199.55 3710000 1 97,174 2000
MHP [15] 77 77 199.59 154000 1 40,437 2000
3DPW [29] 131 131 199.98 262000 1 68,663 2000
UpennAction [36] 66 66 200.66 132000 1 34,475 2000
JRDB-Pose [28] 266 266 200.03 532000 1 139,385 2000
Halpe [8] 79 79 200.69 158000 1 41,263 2000
Human3.6M (pose) [13] 596 298 200.11 1192000 2 312,187 2000

Human
Parsing

LIP [12] 58 58 199.57 290 1 30,462 5
CIHP [11] 54 54 200.14 270 1 28,280 5
Deep fashion [10] 364 52 198.75 1820 7 191,961 5
VIP [42] 35 35 198.63 175 1 18,469 5
ModaNet [40] 100 50 200.62 500 2 52,245 5
Human3.6M (parse) [13] 120 40 200.71 600 3 62,668 5

Pedestrian
Attribute

Recognition

PA-100K [22] 172 172 200.32 1.72 1 90,000 0.01
RAPv2 [14] 130 130 200.55 1.3 1 67,943 0.01
HARDHC [18] 54 54 199.75 0.54 1 28,336 0.01
UAV-Human [16] 31 31 200.78 0.31 1 16,183 0.01
Parse27k [26] 52 52 198.33 0.52 1 27,482 0.01
Market-1501 (attribute) [39] 25 25 202.57 0.25 1 12,936 0.01

Summary / Total: 4324 / Avg.: 200.00
(excluding det.) / Total: 88 Total: 2,327,403 /

Table 8. Detailed finetuning configs for human-centric tasks.

Task Type Dataset Learning Rate Batch Size Iterations Backbone lr Multiplier Drop Path Rate Layer Decay Rate Weight Decay

Pedestrian
Detection

CrowdHuman [24] 2.00E-04 32 160k 1.0 0.2 0.75 0.05
Caltech [7] 1.00E-05 32 30k 0.1 0.2 0.75 0.05

Person
ReID

Market-1501 [39] 1.00E-04 64 40k 0.4 0.05 0.75 0.5
CUHK03 [17] 5.00E-05 64 20k 0.9 0.1 0.95 0.5
MSMT17 [31] 1.00E-04 64 40k 0.9 0.05 0.75 0.5

Pose
Estimation

COCO-Pose [20] 1.00E-04 512 20k 0.9 0.25 0.75 0.05
AI Challenger [32] 1.00E-03 512 10k 0.9 0.2 0.75 0.05

Human3.6M (Pose) [13] 5.00E-06 512 10k 0.9 0.3 0.75 0.05
MPII [2] 7.00E-05 512 7.5k 0.9 0.3 0.75 0.05

Human
Parsing

LIP [12] 5.00E-05 64 30k 1.0 0.3 0.75 0.05
CIHP [11] 1.00E-04 64 35k 1.4 0.3 0.65 0.05

Human3.6M (parse) [13] 1.00E-05 64 25k 1.3 0.3 0.85 0.05
ATR [19] 1.00E-04 64 15k 0.7 0.3 0.85 0.05

Pedestrian
Attribute

Recognition

PA-100K [22] 3.00E-03 128 10k 0.05 0.2 0.85 0.05
RAPv2 [14] 5.00E-04 128 4k 0.5 0.3 0.75 0.05

PETA [6] 1.00E-03 128 20k 0.2 0.3 0.75 0.05
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