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This supplementary document provides additional ab-
lation results (Sec. A), additonal implementation details
(Sec. B) and finally, addition details on the user study
(Sec. C),

A. Additional Results
Perfomance with different training objectives: In this
work, we present different training objectives to optimize
the MoFusion Architecture. We measure the effect of dif-
ferent losses to gauge how well dance sequences align with
music beats. Our results in Table 1 show that as we in-
corporate different kinematic losses, the Beat Alignment
Score improves which demonstrates better music-to-dance
synthesis quality.

By addition of kinematic losses in MoFusion framework,
we observe better performance than the state of the art in
Beat Alignment Score (BAS) and our best BAS is even bet-
ter than the ground truth data (0.237). This is due to bet-
ter generation quality which matches music beats across the
motion sequence. Note, Lda with generation length 10 sec-
onds (first row in our method’s results) is the configuration
we use to compare results with the state-of-the-art methods
in Table 1 in the main draft. However, for ablation study,
we use a max. motion generation length of 20 seconds as
the ablations are clearer in this setting.
Music-to-Dance Synthesis with Seed Motion Input: Pre-
vious methods [3,4,8] synthesize dance motion with a seed
pose as input which guides the training process and dance
generation process as well. However, we do not train our
method with seed motion as input. Instead, we synthesize
the dance motion from scratch which is solely conditioned
on melspectrogram of dance music. To test performance
of our model with a seed sequence, we test the model per-
formance by running reverse-diffusion process at test time
with a seed sequence. The seed sequence consists of first
two seconds of ground-truth motions and we predict a mo-
tion sequence in correspondence with first two seconds of
input. We follow [4] while choosing the length of seed se-
quence as 2 seconds.

As observed in Table 2, there is an overall increase in

Method BAS
Ground Truth 0.237
Li et al. [3] 0.160
DanceNet [9] 0.143
Dance Revolution [2] 0.195
AI Choreographer [4] 0.221
Bailando [8] 0.233
Ours(Lda) - 10 sec 0.230
Ours(Lda) 0.234
Ours(Lda + Lm) 0.242
Ours(Lda + Lm + Ls + La) 0.252

Table 1. Comparison between performance on BAS by training
our network with different training objectives. Here, “10 sec”
refers to length of motion generation. All other models of Mo-
Fusion had a generation length of 20 seconds.

Beat Alignment Score due to addition of ground truth data
and here, we again observe a trend of higher performance
in BAS as we add more losses. It is noteworthy that we
do not retrain with seed motion input. Rather, we use a
pretrained dance synthesis model to perform inference with
seed input. Our supplementary video shows results for seed
input synthesis wherein we can observe smooth transition
from seed input sequence to forecast dance sequence.

Seed Motion Length (sec) BAS
Lda 10 0.257
Lda 20 0.269
Lda + Lm 20 0.264
Lda + Lm + Ls + La 20 0.265

Table 2. Performance comparison of different trained networks
at inference with a seed sequence. Here, Length refers to motion
generation length in seconds.

B. Implementation Details
Diffusion Model: We use 1000 diffusion steps as T for the
diffusion process and change the variances βt linearly from



Figure 1. A screenshot of the user study. The participants were
asked 18 such questions.

0.0001 to 0.02. For training our framework, we use single
NVIDIA RTX A40 with task-specific batch sizes.
Music-to-Dance Synthesis: We use a latent dimension of
1024 in the audio encoder which takes melspectrogram as
input. In 1D-UNet model, we use cross-modal transformer
blocks with 16 attention heads and a cross attention dimen-
sion of 1024. We employ AdamW [6] as an optimizer with
a learning rate of 5 × 10−4. Moreover, we use a batch size
of 32 for optimization.

To represent motion, we use 24 joint positions from
SMPL model data which we extract from AIST++
Dataset [4]. We opt to train our model on 3D joint posi-
tions as joint angle representation performed worse during
our experiments. As we observed from our experiments,
our framework can also be trained with other joint position
representations like COCO Keypoints format [5].
Text-to-Motion Synthesis: For text encoder, we use CLIP
ViTB/32 [7] with a latent dimension of 512 for text encod-
ing. The batch-size used is 128 and the network is trained
with AdamW optimizer and a learning rate of 0.0002 is
used. Following the conventional diffusion wisdom, we use
a warm-up schedule of 500 iterations in the beginning. As
discussed in the main draft, we use 22 joint positions of
SMPL-X model data to represent motion. This is extracted
from SMPL data given in HumanML3D dataset [1].

C. Details of User Study

We conducted the user study with 40 participants, with
each participant answering 18 questions which asked the
users to compare our synthesis results with other state-of-

the-art methods. The participants took 8-10 minutes to sub-
mit their responses. We provide a snapshot of the interface
in Fig. 1
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